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PREFACE: 

Scientific conferences of Experimental Mechanics in Europe have here is a 
long tradition to cover all areas of experimental research in mechanics of 
materials and structures, including interactive fields. The first  Danubia-Adria 
Symposium took place in 1984 in Stubicke-Toplice, Croatia, and further 
successfully continued in: 1985 – Graz, Austria, 1986 – Budapest, Hungary, 
1987 – Plzen, Czech Republic, 1988 – Udine, Italy; 1989 – Mösern-Seefeld, 
Austria; 1990 – Pula, Croatia; 1991 – Gödöllö, Hungary; 1992 – Trieste, Italy; 
1993 – Merin, Czech Republic; 1994 – Baden, Austria; 1995 – Sopron, 
Hungary; 1996 – Rajecké Teplice, Slovak Republic; 1997 – Porec, Croatia; 
1998 – Bertinoro, Italy; 1999 – Cluj Napoca, Romania; 2000 – Prague, Czech 
Republic; 2001 – Steyr, Austria; 2002 – Polanica Zdroj, Poland; 2003 – Györ, 
Hungary; 2004 – Brijuni/Pula, Croatia; 2005 – Parma, Italy; 2006 – Zilina, 
Slovak Republic; 2007 – Sibiu, Romania; 2008 – Ceske Budejovice/Budweis, 
Czech Republic; 2009 – Leoben, Austria; 2010 – Wroclaw, Poland; 2011 – 
Siofok, Hungary; 2012 – Belgrade, Serbia; 2013 – Primosten, Croatia; 2014 
– Kempten, Germany; 2015 – Stary Smokovec, High Tatras, Slovak
Republic; 2016 – Portoroz, Slovenia; 2017 – Triest, Italy; 2018 – Sinaia,
Romania; 2019 – Pilsen, Czech Republic; 2021 – Linz, Austria; 2022 – Poros,
Greece, 2023 – Siofok; Hungary and 2024 – Gdansk, Poland.

The 41st Danubia-Adria Symposium in Kragujevac represent continuation to 
the series of fruitful meetings at the previous Danubia-Adria Symposia. The 
current Symposium DAS2025 is the second conference organized in Serbia. 
Serbia joint to Danubia-Adria Society on Experimental Methods in 2008 year 
and got active member in organization and participation of DAS which take 
place every year in one DA member country. This year Kragujevac has been 
chosen as the Conference venue and we are offering the hospitality for our 
Symposium. Serbian society for mechanics is the member of Danubia-Adria 
Society on Experimental Methods and University of Kragujevac, Faculty of 
Engineering is executive organizer of 41st Danubia-Adria Symposium in 
Advances in Experimental Mechanics. 

The Faculty of Mechanical Engineering in Kragujevac, or today the Faculty 
of Engineering University of Kragujevac, was formed in October 1, 1960, as 
a department of the Faculty of Mechanical Engineering in Belgrade. The 
Faculty of Mechanical Engineering in Kragujevac became an independent 
faculty, within the University of Belgrade, on December 2, 1971. Since 1976, 
the Faculty of Mechanical Engineering has been part of the "Svetozar 
Marković" University in Kragujevac, today the University of Kragujevac. 



The Faculty of Engineering University of Kragujevac is among the most 
reputable and prestigious scientific and educational institutions in the field of 
technical sciences. Today, it is a modern scientific and educational institution 
with a clearly defined mission, vision, goals and programmatic orientations. 

The Danubia-Adria Symposium bring together internationally recognized 
experts and young researchers in an effort to exchange ideas on different 
topics of „Experimental Mechanics“. The conferences serve also a platform 
for establishing connections between different research teams and 
development of future scientific collaboration.  

This year Danubia-Adria Symposium has received 57 accepted submissions 
from 10 countries (Austria-3, Croatia-3, Czech Republic-3, Germany-2, 
Hungary-7, Poland-4, Romania-3, Greece-1, Serbia-30, Bosnia & 
Herzegovina-1). The Program Committee selected 9 papers for keynote 
presentations and 48 papers for poster presentations. 

We wish all participants a fruitful and enjoyable conference time in 
Kragujevac and hope that it will pave new ways for the development of 
Experimental Mechanics.  

On behalf of the organizers, we would like to express our gratitude to all who 
showed their interest and actively helped us in preparing the event. It is a great 
pleasure to express our cordial thanks to all members of the Scientific 
Committee, to all members of the Local Organizing Committee, to all 
supporting institutions for their help.  

Finally, on behalf of the Organizing Committee of the 41st Danubia-Adria 
Symposium in Advances in Experimental Mechanics, we wish a worm 
WELCOME to all participants in Kragujevac, and hope that all guests will 
have pleasant time in Serbia. 

September, 2025 Chairman of 41st DAS 2025 
Kragujevac, Serbia 

Miroslav Živković 

Vice-chairman of 41st DAS 2025 

Vladimir P. Milovanović 
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1. Introduction

Nowadays, additive manufacturing (AM) is

revolutionizing production, enabling the rapid 

fabrication of objects in various sizes and shapes, 

including complex designs such as metallic foam, 

while significantly reducing material waste. This 

paper examines the effect of 3D printing parameters 

(Set A and Set B) on the mechanical behavior of a 

highly porous random open-cell lattice (HPROCL) 

in IN718 alloy produced by selective laser melting 

(PBF-LM). The modified build parameters were 

applied to reduce manufacturing cost and time while 

minimizing micro porosity in ligaments by 

increasing exposure time through reduced laser 

scanning speed or higher energy density. 

Furthermore, the researchers investigate ligament 

deformation, key stages of collapse and stability, its 

role in impact resistance, and how microstructure 

influences the hardening behavior of the HPROCL 

across a wide range of strain rates. The SEM-EDS 

elemental distribution analysis carried out on the 

tested specimens enabled to conclude that the foam 

printed with modified parameters (Set B) contained 

a lower content of the Laves phase and a higher 

amount of the δ-phase, which led to an increase in 

both static and dynamic compressive behavior of 

HPROCL in IN718 alloy. 

2. Materials and Methods

A Renishaw AM 250 SLM system with a

Gaussian beam continuous wave (CW) laser (200 W 

power for set A and 175 W power for set B, 70 µm 

spot size, and 1070 nm wavelength) was used to 

manufacture the HPROCL in IN718 test pieces [1]. 

All test pieces were printed alongside the HPROCL. 

The SLM parameters to fabricate the cubic test 

pieces of set A (default build parameters) used an 

energy density of 2,2 to 5,5 (J/mm2) for volume 

scanning and 0,6 to 3,1 (J/mm2) for the surface. In 

turn, the energy density applied to the fabrication of 

set B samples (modified design parameters) was 

within the range from 1.9 to 4,9 (J/mm2) while for 

volume scanning of the surface from 4,5 to 6,4 

(J/mm2). All test pieces were stress-relieved on the 

build plate. The diameter of ligaments in the lattice 

range in size from typically 0,4 to 1,2 mm, to give a 

volumetric porosity of 96% for a 25,4 x 25,4  x 25,4  

cubic test piece, Fig. 1. Density measurements of 

samples were performed using Archimedes’ method 

and computer X-Ray tomography (CT scan). 

Fig. 1. SLM build record (a), HPROCL sample (b). 
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Testing of the lattice was performed in 

compression under quasi-static loading and high 

speed impact. 

Static compression tests were carried out under 

displacement control. The load cell of the MTS 

testing machine was calibrated in the range of ±25 

kN. The axial and transversal strain components 

were determined using two Aramis 12 M DIC 

systems positioned at opposite corners of the cubic 

test specimen. Recording frequency for image 

capturing was constant and equal to 2 Hz.  

Dynamic compression tests were performed 

using the Direct Impact Hopkinson Pressure Bar 

(DIHPB) technique with the impact configuration 

which ensures large strain deformation of the 

specimen (up to densification in the case of cellular 

solids) [2], Fig. 2. The IN718 foam specimen 

located during each test at the front of the 6,0 m long 

output bar was directly impacted by the striker bar 

of  length and mass equal to 0,6 m and 4760 g, 

respectively, (both made of C45). In order to record 

transmitted signals and determine force/stress on 

the loading surface of specimen, a pair of strain 

gauges placed 0,5 m from the front end of output bar 

was used. Position of strain gauges and length of 

output bar were chosen in such manner that enabled 

to avoid the wave superposition. 

Fig. 2. DIHPB set-up. 

Phantom V1612 high-speed camera was used to 

measure the compression rate and to identify the 

failure modes, as well as to confirm that the striker 

bar kinetic energy was sufficient to provide a nearly 

constant compression velocity of specimen up to the 

nominal strain equal to at least 0.5. High-speed 

video images were recorded with a resolution of 

512×208 pixels and a frame rate of 110,000 fps. A 

crush test markers and specialized TEMA Classic 

software were applied to ensure high measurement 

accuracy based on video images. Impact velocity 

and deformation length history of specimens were 

determined by the subtraction of the displacements 

between the projectile and output bar. Thus, the 

corresponding nominal strain values can be 

calculated similarly to those in the quasi-static tests 

captured. 

3. Results and Discussion

IN718 is well known for its outstanding

mechanical properties due to precipitation 

strengthening, however, the Laves phase, that may 

appear in some cases (e.g. caused by shorter 

exposure time of laser power), often leads to 

deterioration of its mechanical properties, 

significantly [3]. Schirra et al. reported that the 

Laves phase observed in  the grain boundary 

network reduces  the room temperature impact and 

fracture toughness properties.  

Fig. 3. Force-displacement curves for the specimens of 

set A and B under quasi-static and dynamic loading. 

The SEM-EDS elemental distribution analysis 

carried out on the tested specimens enabled to 

conclude that the content of  Laves phases in set B 

was much lower than that observed in set A. 

Moreover, set B was characterized by the higher 

amount of δ-phase which led to an increase in both 

static and dynamic compressive  mechanical para-

meters of IN718 alloy produced by SLM with 

modified build parameters (set B).  
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1. Introduction

Aluminum stiffened panels are extensively used

in aeronautical, automotive, marine industry, and in 

many other fields. They are light sheets reinforced 

by stringers in order to increase their strength and 

stiffness and are designed to cope with a variety of 

loading conditions. Usual stiffener cross-sections 

used in industry are rectangular, T-shaped, L-

shaped, I-shaped, U-shaped, etc. They can be 

continuously attached to the plate or discretely 

attached by welding, bolting, riveting, bonding, etc. 

Stiffeners improve the strength and stability of 

the structure and are also used to decrease or even 

stop the growth of cracks that can appear during the 

manufacturing process or in service. In order to 

avoid catastrophic failures, the knowledge of the 

crack size, stress field, material properties and the 

parameters used to assess the integrity of structures 

containing cracks should be known or calculated. 

Such parameters are the stress intensity factor (SIF), 

the J-integral or the crack tip opening displacement 

(CTOD). They can be obtained using analytical, 

numerical, or experimental methods. 

In this paper, a part of a research involving the 

influence of different type of stringers on the 

structural integrity of thin aluminum plates is 

presented. Continuously attached stiffeners with 

rectangular, L and T-shaped cross-section are 

considered. Further, the results obtained using the 

finite element method (FEM) for a cracked plate 

with a rectangular stiffener are presented in two 

variants: with the stiffener broken and unbroken. 

The proposed numerical model is also validated by 

comparing the obtained results with those 

calculated using the compounding method, [1]. 

2. The studied structure and the finite

element model

A thin aluminum plate continuously stiffened 

with a stringer having a rectangular cross section 

was first studied using FEM, for a constant remote 

stress  = 100MPa. A crack symmetric with respect 

to the stiffener and having a length 2a was 

considered in two cases: broken stiffener and 

unbroken stiffener. The geometry of the cracked 

plate and stringers are shown in Fig. 1.  

Fig. 1. The studied structure: a. Broken rectangular 

stiffener; b. Unbroken rectangular stiffener. 

 Different crack lengths were considered for the 

numerical analyses: 2a = 30, 60, 90, 120, 150, 180, 

and 210 mm, corresponding to the ratios 2a/W=0.1, 

0.2, …, 0.7, where W = 300mm is the plate width.  

The three-dimensional numerical analyses were 

undertaken using the software Ansys [2]. The elastic 

constants of the material of the plate and stiffener 

were taken as: Young’s modulus E = 70GPa and 

Poisson ratio  = 0.33. Each model was meshed with 

tetrahedral elements, suitable for fracture 

mechanics analyses in Ansys, to obtain SIF. 

Depending on the crack length, the meshes 

contained between 82294 … 127493 nodes and 

50217 … 74336 elements. A detail of the FE model 

for a/W = 0.2 (broken stiffener) with the map of von 

Mises stresses near the crack tips is shown in Fig. 2. 

Fig. 2. Mesh in the crack tips area for 2a/W=0.2, broken 

stiffener 
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3. Results

For all studied cases, the main goal of the

analyses was to obtain the stress intensity factor KI 

as the fundamental parameter in linear elastic 

fracture mechanics, used to assess the structural 

integrity of a cracked structure. Results for SIF are 

presented in the dimensionless form 𝐹 =
𝐾𝐼

𝜎√𝜋𝑎
, as a 

function of the parameter 𝜆 =
2𝐸1𝑎𝑡

𝐴𝐸2
, where E1 and

E2 are the Young’s moduli of the plate and stiffener, 

A = 60 mm2 is the cross section area of the stiffener, 

and t = 4 mm is the thickness of the plate.  

The models were validated by comparing the 

results with those obtained with the compounding 

method [1]. It is known that, even for a thin plate, 

SIF varies along the thickness of the plate and this 

variation can be emphasized if a three-dimensional 

analysis is performed [3]. The compounding results 

are obtained using equations available in the 

literature, and they are two-dimensional. The 

variation of SIF along the thickness and the value 

found using the compounding method for the case 

a/W=0.2 ( = 4) in the case of broken and unbroken 

stiffener is presented in Fig. 3 as a function of the 

non-dimensional parameter d/t where d is the depth, 

measured from the stiffener side. 

Fig. 3. SIF variation for 2a/W=0.2. 

One can notice that, in the case of a broken 

stiffener, the highest value of SIF occurs near the 

surface of the plate on the stiffener side and 

decreases along the thickness. The value that 

matches the one obtained using the compounding 

method occurs at a depth around 2.6 mm.  

In the case of the unbroken stiffener, the 

variation of SIF along the thickness is opposite: the 

highest value occurs near the surface back to the 

stiffener. The compounding value underestimates 

the closest non-dimensional numerical SIF with 

about 5.2%, validating thus the numerical model. 

The same pattern is noticed for all studied crack 

lengths. A similar behavior was predicted in [2] for 

a cracked plate with two stiffeners. 

Fig. 4. Non-dimensional SIF variation for different 

crack lengths 

Similar analyses are performed for stiffeners 

with L and T-shaped cross section, keeping the 

same area of the cross-section as for the rectangular 

stringer, in order to verify if the shape of the 

stiffener influences the values of SIF.    

4. Conclusions

Extensive finite element analyses were

conducted to study the structural integrity of 

aluminum thin stiffened plates with cracks crossing 

the stiffener and having different lengths. Also, 

different type of cross-section were considered for 

the stringers in order to find the influence of the 

stringer on the crack propagation and if the shape of 

the stringer influences the SIF values at the crack 

tips.  

It can be concluded that, in the case when the 

stiffener is broken, the variation of SIF along the 

thickness is important and the results match the two-

dimensional ones obtained with the compounding 

method close to the mid-plane of the plate, but 

closer to the surface opposite to the stiffener. In the 

case of unbroken stiffener, much smaller values of 

SIF are obtained. It can be emphasized also that the 

shape of the stiffener, keeping its cross-section area 

constant, is not significant.     
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1 Introduction 

In the case of hyperelastic material models, it is 

not possible to reliably fit the parameters of the 

constitutive model to general load cases from a 

single set of uniaxial measurements. In order to 

obtain a more accurate model, different 

measurements are used, but these are very complex 

and difficult to perform in most cases. 

The most commonly used measurement datasets 

for fitting are data from uniaxial and biaxial tensile 

tests and constrained uniaxial loading (planar 

tension), but due to the complexity of the 

measurement implementation, fitting is often done 

with less data. It can be seen that the stress-strain 

relationship obtained for the uniaxial and 

equibiaxial test cases envelops the case of planar 

tension from two sides, the application of which 

helps to define a better material model. Treloar's 

dataset also describes three different cases of 

experiments, in which the results of these tensile 

experiments were analysed [1]. However, if we 

perform biaxial measurements and can control the 

displacements along the two axes independently, we 

may be able to generate a new dataset that is neither 

uniaxial nor equibiaxial measurement data, this 

dataset describes an intermediate state. This way, 

we are also able to make other types of 

measurements in the same measurement setup, 

which can lead to a more accurate result when 

fitting a material model. 

2 Details of work 

In the present work, silicone specimens, which are 

capable of large elastic deformation, were used. 

These materials suffer negligible residual 

deformation even under high strain, and therefore, 

the mechanical behaviour can be well approximated 

by a hyperelastic material model [2]. For the 

measurements, we used an in-house developed 

biaxial material testing machine, which can be used 

to impose arbitrary independent displacements 

along the two axes using stepper motors, so that the 

specimen can be loaded to an arbitrary general 

biaxial stress state of our choice. A schematic 

illustration of the general biaxial in-plane loading 

case is shown in Fig. 1. 

Fig. 1 Schematic representation of the general biaxial 

in-plane loading case. 

During the measurements, the exact biaxial stress 

state we have prescribed is only present at the centre 

of the test specimen, so that the force and 

displacement quantities that can be easily measured 

physically are not sufficient for us to directly 

determine the numeric values we are looking for. 

However, knowing the load and the geometry of the 

specimen, it is possible to approximate the stress 

state using a stress distribution and a geometric 

factor [3,4]. A good approximation for the design 

and evaluation of the measurements is to assume the 

material to be incompressible. By imposing the 

strains along two perpendicular axes, we can 

determine the total deformation state for our load 

case at any instant. We can characterize a general 

biaxial stress case by its deformation gradient and 

stress tensor matrix, which can be written as 

𝑭 = [

𝜆1 0 0
0 𝜆2 0
0 0 𝜆T

] ,    𝝈 = [
𝜎1 0 0
0 𝜎2 0
0 0 0

] , (1) 
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where 𝜆T is the transverse stretch. Note that

𝜆1𝜆2𝜆𝑇 = 1 for the incompressible case. If we

impose displacement along the two axes 

independently, we can also align the elongations, so 

we are free to impose any relationship between the 

stretch values 𝜆1 and 𝜆2. Performing the

measurements, we used a linear combination of the 

uniaxial and equibiaxial cases. The relationships for 

the principal stretches in this case are as follows: 

𝜆2 = (1 − 𝛼) ⋅ 𝜆1
−0.5 + 𝛼 ⋅ 𝜆1. (2) 

For 𝛼 = 0, we obtain uniaxial loading, while for 

𝛼 = 1, we obtain equibiaxial loading. It is important 

to note that in the case of planar tension loading, 

when using the above relationship, the stretch value 

in the 1-direction becomes a function of the 𝛼 

parameter, since for this loading mode 𝜆2 = 1.

Solving the above equation for 𝛼 yields 

𝛼 = (𝜆1 + √𝜆1 + 1)
−1

. (3) 

The resulting solution is illustrated in Fig. 2. Note 

that for 𝜆1 = 1, the value of 𝛼 is 1/3, while for

𝜆1 = 0, it is 1.

Fig. 2 Resulting values of the 𝛼 parameter in the case of 

planar tension. 

The stress solution for the general biaxial loading 

case can be derived analytically using the 𝛼 

parameter for most incompressible hyperelastic 

material models. This enables the parameter 

identification process to be carried out using closed-

form expressions, facilitating the optimization task. 

Measurements can be performed using various 

values of the 𝛼 parameter, thereby providing data 

corresponding to different loading conditions for 

the parameter fitting procedure. 

Although the 𝛼 parameter provides information 

about the loading mode, it does not directly indicate 

where the resulting stress state lies between uniaxial 

and equibiaxial stress conditions. To characterize 

the stress state, the stress triaxiality variable is a 

suitable choice. Stress triaxiality can be defined 

simply by relating the instantaneous hydrostatic 

stress to the instantaneous equivalent von Mises 

stress: 

𝜂 =
𝜎ℎ

𝜎𝑒𝑞
𝑣𝑀. (4) 

This variable is widely used in damage mechanics 

models but can also be advantageously applied in 

this context.  

3 Conclusions 

Within the framework of this research, we have 

defined a general biaxial stress state, which relates 

two commonly used cases with continuous 

transitions, and given the analytical solutions for 

these cases in terms of strain and stress. In addition, 

a measurement setup suitable for the case presented 

previously was set up, and a series of measurements 

were made and evaluated, so that we were able to 

build a finite element model by generating useful 

numerical data, fitting a material model to the 

material, and comparing the measured results with 

simulations. With the newly proposed procedure, 

we are able to investigate the behaviour of a 

material in several cases without changing the 

experimental setup many times, which allows us to 

characterise the material under investigation more 

accurately. 
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1. Introduction

Surface water management is one of the main

topics nowadays. The Glass Reinforced Plastic 

(GRP) surface water treatment tank is one of the 

important parts of the system chain solution. GRP 

tanks are placed below the surface, and during the 

placement process, high loads can occur on the tank 

structure. The possibility of monitoring loading 

using sensors is being investigated. Resistive and 

optical sensors were installed on the surface of the 

vessel, and verification measurements were 

performed during the vacuum test of the vessel. The 

obtained results were compared with the FEM 

calculation. 

2. Method

The body of the investigated vessel is

manufactured using the winding technology, where 

the bottoms and other technological inputs and 

outputs are subsequently manually connected to the 

body. Locations suitable for monitoring the load of 

the structure were selected based on the initial FEM 

calculation. The vicinity of the service input was 

selected for the installation of sensors. Strain 

Gauges (SG), Carbon Fiber Sensors (CFS), and 

Distributed Fiber Optic Sensing (DFOS) sensors 

were used for measurement. 

3. Measurement

Two specimens were loaded under vacuum at

four load levels. Three types of sensors were used 

to determine the tank loading. 

3.1 Strain Gauges 

HBM LY-11-6/350 strain gauges were used and 

were glued with cyanoacrylate adhesive and 

connected to the HBM QuantumX 1615B 

measuring unit, as well as CFS sensors. The strain 

gauges were installed in the tangential and radial 

directions on specimen 1, see Fig. 1, and in the 

tangential direction following the CFS sensor 

direction on specimen 2, see Fig. 2. Specimen 1 

with installed sensors is shown in Fig. 3. 

Fig. 1. Schema of sensors placement around service 

input -- Specimen 1.  

3.2 Carbon Fiber Sensors 

Carbon Fiber Sensors (CFSs) were prepared in 

ta length of 200 mm from carbon fiber roving T300 

1000-50A. The methodology for the manufacturing 

of the CF sensor was described in [1], and the 

identical approach was implemented in this 

investigation. A nickel electrolyte coating was 

applied to the ends of each roving. Subsequently, 
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thin copper wire was used to establish electrical 

connections. Prepared CFSs were installed on the 

polished, clean, degreased surface of the tank. In the 

area near the inlet were installed 6 sensors for 

specimen 1 were installed according to Fig. 1. 6 

CSF sensors were placed on specimen 2 as shown 

in Fig. 2. 

Fig. 2. Schema of sensors placement around service 

inputs -- Specimen 2.  

3.3 Distributed fiber optic sensing sensors 

A Distributed Fiber Optic Sensing (DFOS) 

system is used in this measurement for its unique 

properties – dense measurements of the strain points 

along the length of the fiber optic sensor. This is 

especially valuable in the development of new 

products or systems with complicated material 

layouts, such as composite structures. With this 

method, it is possible to evaluate material properties 

in a wider context of the larger structures. In this 

case, the sensor is placed along the critical spot – the 

neck of the water tank. 

Fig. 3. Specimen 1 with installed sensors. 

For the installation, the main DFOS sensor was 

prepared and welded for ad-hoc use at a length of 

4.8 m. The DFOS sensor was installed with 

cyanoacrylate adhesive. CFS sensors and DFOS 

sensors were placed together in the prepared 

sections in a tangential direction along the neck of 

the tank. The strain from DFOS sensors was 

measured with the optical interrogator Luna ODISI 

6100 system based on the Rayleigh backscattering 

principle.  

4. Numerical analysis

Numerical analysis was performed in ABAQUS

CAE. Continuum shell elements were used to model 

the vessel body. The sensors are modeled by beam 

elements that are connected to the tank by a Tie 

connection. The model allows for obtaining the 

strain course in the direction of the longitudinal axis 

of the sensor. The tank model is loaded with 

negative pressure, just like in the experiment. FE 

mesh of specimen 2 is shown in Fig. 4.  

Fig. 4. FE mesh of specimen 2. 

5. Conclusions

Data obtained from measurements on sample 1

showed differences with the numerical solution in 

some places, caused by certain differences between 

the numerical model and the actual design of the 

tank. About the level of the measured signals, 

measurement locations corresponding to CFS2 and 

CFS4 locations on sample 1 were selected for 

sample 2, see Fig. 2. The results obtained from the 

experiment on specimen 2 and the numerical 

solution were in good agreement in some places, 

while larger differences were found in others. 

Because signals from different sensors in given 

places showed similar levels of detected strains, the 

differences between the experiment and the 

numerical solution are caused by imperfections in 

the ideal shape of the tank. Further research should 

enable the potential of the mentioned sensors to be 

exploited for a given application, i.e., a low-cost 

solution for monitoring vessel stress during 

installation. 
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1. Introduction

Based on own continuum-thermomechanical

considerations extending [1], not only the energy 

stored and dissipated during plastic deformation of 

metals can be determined using infrared 

thermography (IRT), but also the flow stress can be 

additively separated into an energetic and 

dissipative component. An experimental-numerical 

methodology as well as some results for oxygen-

free copper Cu-OF in pre-deformed and 

recrystallized condition are presented. 

2. Materials and Methodology

To identify the energetic and dissipative

components of flow stress, σenerg and σdiss,

respectively, during plastic deformation, we 

combine quasi-static uniaxial tensile testing with in-

situ infrared thermography (IRT). The experimental 

setup consists of a custom-built biaxial testing 

machine (based on the ZwickRoell Z150) and a 

high-resolution mid-wave infrared range (1.5–

5.7 μm) camera (ImageIR 8340 S, InfraTec GmbH), 

offering high thermal sensitivity (<25 mK). Flat 

specimens of oxygen-free copper (Cu-OF, EN 

CW008A), prepared according to ISO 6892-1, were 

tested in both as-received (worked) and 

recrystallized conditions. Recrystallization was 

achieved by annealing at 400 °C for 30 minutes 

followed by water quenching. 

To ensure accurate thermal measurements, the 

specimen surface facing the IR camera was coated 

black to achieve a high emissivity (ε = 0.99). Prior 

to testing, specimens were thermally equilibrated 

with the environment. Tests were conducted at a 

crosshead speed of 0.025 mm/s (initial strain rate 

~9×10⁻⁴ s⁻¹), with mechanical and thermal data 

recorded at 10 Hz and 20 Hz, respectively. 

Thermal data were processed using a digital 

image analysis routine based on the inverse solution 

of a simplified 2D heat conduction equation. 

Gaussian filtering and Laplacian-of-Gaussian 

smoothing were applied to mitigate noise 

amplification from derivative operations. A central 

region of interest (60×200 pixels) was extracted to 

avoid edge effects. The resulting pixel-wise field 

data enabled the quantification of internal heat 

sources, facilitating the separation of 𝜎energ and

𝜎diss contributions. The methodology closely

follows and extends the framework proposed in [2], 

with recent adaptations for high-resolution IRT and 

advanced image processing. Key process 

parameters were identified through dedicated 

experiments and numerical optimization. 

The characteristic time of heat transfer τth,

which governs the rate of thermal exchange with the 

environment, was determined by heating a 

specimen uniformly and observing its cooling 

behavior via IRT. Assuming no internal heat 

generation, τth was optimized by minimizing the

residual heat source field using a least-squares 

objective function. 

The spatial smoothing parameter σlap for the

Laplacian-of-Gaussian (LoG) filter was calibrated 

using synthetic temperature fields generated via 

finite element analysis (FEA) in Abaqus. These 

simulations modeled a constant internal heat source 

and fixed boundary temperatures. Gaussian white 

noise was added to match experimental conditions. 

The optimal σlap was found by minimizing the

deviation between the reconstructed and simulated 

heat source fields. Both optimization problems were 

solved using the L-BFGS algorithm with multiple 

randomized initializations to ensure robustness. 

This methodology is similar to the one described in 

[3]. 
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3. Results

Key parameters for thermal image analysis were 

identified through dedicated experiments and 

simulations. The characteristic time of heat transfer 

was determined from cooling tests on insulated 

specimens, yielding τth = 320 s. Its sensitivity to

temporal and spatial filtering parameters (σt, σxy)

was found to be minimal. The optimal LoG filter 

parameter (σlap = 22 px) was identified using finite

element simulations with added Gaussian noise 

averaging over multiple noise realizations. 

Using these calibrated values, deformation-

induced heat sources were reconstructed from 

infrared thermography data and used to decompose 

the flow stress into energetic and dissipative 

components. Mechanical testing showed minimal 

scatter. For worked Cu-OF, the dissipative stress 

component dominated the early plastic regime, 

while the energetic component exhibited a sharp 

initial drop followed by a gradual increase. This 

behavior might be attributed to microstructural 

reorientation due to the change in deformation path. 

In contrast, recrystallized Cu-OF showed a more 

balanced evolution, with the energetic stress 

steadily increasing and contributing up to one-third 

of the total flow stress at higher strains. 

The Taylor-Quinney factor, defined as the ratio 

between dissipated heat power and mechanical 

work power supplied, stabilized around 0.7 for both 

conditions, with an initial overshoot observed in the 

recrystallized state. These findings can serve as a 

validation of the specific setup and the method’s 

capability to resolve the thermomechanical 

response and provide a robust experimental basis 

for validating constitutive models that account for 

energy partitioning during plastic deformation. 

4. Conclusions

A custom tensile setup, high-resolution thermal

imaging, and a dedicated image processing routine 

enabled spatially and temporally resolved 

reconstruction of deformation-induced heat sources, 

accurate evaluation of the heat conduction equation 

and subsequent stress partitioning. The results show 

that both stress components evolve with plastic 

strain and are path-dependent, challenging the 

assumption of constant dissipative stress. The 

Taylor-Quinney factor derived directly from 

experimental data remained relatively stable during 

monotonic loading. Overall, the method provides a 

robust, non-invasive approach for quantifying 

internal energy storage and validating 

thermomechanically consistent constitutive models, 

offering new experimental insights into the 

coupling between mechanical work and thermal 

dissipation. The method’s potential to infer 

microstructural evolution from macroscopic 

measurements represents a promising direction for 

future research. 
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1. Introduction

Alternative fuels such as hydrogen, ammonia,

and methanol are becoming increasingly important 

to meet global climate goals. However, their impact 

on mechanical and tribological properties is not yet 

fully understood. This creates a pressing need for 

the development of novel experimental methods to 

establish reliable design criteria for components 

exposed to these fuels. To date, hydrogen 

embrittlement has been the most extensively studied 

in this context [1]. 

2. Methodology and Results

To address the challenges posed by alternative

fuels, the experimental methods at the Chair of 

Mechanical Engineering were systematically 

expanded. A key challenge lies in ensuring safety, 

as hydrogen is flammable over a wide range of 

concentrations, while ammonia and methanol are 

highly toxic. Consequently, small volumes and 

permanently sealed systems were prioritized in the 

design and implementation of the test setups. 

2.1 Mechanical Properties – Hollow Specimen 

Technology 

The hollow specimen technology offers several 

advantages, including small gas volumes, high 

pressure resistance, and the ability to conduct tests 

at elevated temperatures. The technology was 

further developed to meet the specific requirements 

of our laboratory as depicted in Figure 1. Recently, 

a new standard, ISO 7039:2024 [2], has been 

established for this method. The main challenges 

were the design of a clamping system within the test 

rig and the precise manufacturing of the internal 

bore with diameters of 2.4 mm and 3 mm. A 

specialized process was developed to polish the 

internal surface and measure its roughness using a 

Mahr contour measurement system. Additionally, a 

procedure was devised to mount and purge the 

specimens, ensuring the required purity inside the 

sample. Tests can now be performed using gas 

mixtures at pressures up to 1000 bar and 

temperatures up to 600 °C, achieved through 

inductive heating. 

Fig. 1. Hollow specimen technology 

In this study the steel 17-4 PH was used as a 

benchmark material as it shows a high sensitivity to 

hydrogen embrittlement. Tensile tests were 

conducted at a low strain rate of 5e-5 [1/s] (SSRT). 

Figure 2 presents a comparison of results for 200 bar 

hydrogen, 200 bar argon, and a solid specimen used 

as a reference. A 90% reduction in elongation at 

fracture was observed in hydrogen compared to 

argon. However, the Young’s modulus, Yield 

strength and ultimate tensile strength did not 

change. 
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Fig. 2. Results SSRT (hollow specimen technology) 

Figure 3 illustrates the effect of hydrogen on 

fatigue properties as low cycle fatigue tests (LCF) 

were performed. When plastic strain components 

are present, the number of cycles to failure 

decreases, and the scatter in results increases. 

Fig. 3. Results LCF (hollow specimen technology) 

2.2 Tribological properties 

To investigate the effects of different 

atmospheres on tribological conditions, such as 

those in ball bearings, a novel test cell based on the 

ball-on-rod principle was developed. In this setup, 

three balls are pressed radially onto a rotating rod. 

Key challenges included the implementation of 

a magnetic feedthrough, which eliminates the need 

for moving seals, and the integration of a 

specialized measurement system to record contact 

forces in-situ. The autoclave's dead volume was 

minimized to meet safety requirements. Figure 4 

depicts the realized design. 

Fig. 4. Ball-on-rod test configuration 

In addition, a model test configuration for Ring-

on-Liner contacts was set-up enabling the testing 

under hydrogen and methanol atmospheres under 

lubricated conditions. 

3. Conclusions / Outlook

The results demonstrate the feasibility of these 

complex test setups and their ability to simulate 

challenging environmental conditions safely. Future 

work will focus on expanding the range of testable 

gases and refrigerants. 

Hollow Specimen Technology: 

• Investigating the influence of notches, where

localized plastic deformation occurs, by

introducing internal notches into the

specimens.

• Correlating LCF results with autoclave tests

under comparable specimen conditions.

Tribological systems: 

• Ball-on-Rod: Implementing an improved in-

situ force measurement system for aggressive

environments and enhancing the cage guidance

system for better performance.

• Ring-on-Liner: Enhance towards ammonia.
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1. Introduction

Considering that the phenomenon of fracture is a

manifestation of the series of non-linear processes, 

which characterize complex dynamical systems, it 

is reasonable to approach the specific phenomenon 

using advanced statistical tools rather than tradition-

al Statistical Mechanics [1,2], taking into account 

that the response of such systems (at non-equilib-

rium stages) is not compatible to the thermodynam-

ic principle of additivity.  

This incompatibility is attributed to the non-

independent nature of the processes responsible for 

fracture, which, after specific load levels tend to 

produce well-organized and mutually interacting 

networks (sub-systems) of micro-cracks. In this 

context, Boltzmann-Gibbs (BG) Statistical Mechan-

ics (and the respective BG entropy concept, SBG) 

must be properly modified to cope with such phe-

nomena, which are characterized by long-range in-

teractions and memory effects (in other words by 

non-additivity), giving birth to the relatively new 

discipline of Non-Extensive Statistical Mechanics 

(NESM). Among various NESM formulations, the 

one most broadly used is that introduced by Tsallis 

[1], based on an extended definition of entropy, as: 
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where k is Boltzmann’s constant, Pi the probability 

of the ith configuration, w the number of possible 

configurations, and, q the entropic index, quantify-

ing the degree of non-additivity of the system [1].  

While SBG, is maximized by the Gaussian (distribu-

tion), Sq is maximized at distributions denoted as q-

Gaussians, described as [2]: 

𝑃(𝜒, 𝛽) = 𝐴𝑞𝑒𝑞(−𝛽𝑞𝜒2) (2) 

In Eq.(2) Aq and βq are numerical constants and 

eq(z) stands for the q-exponential function, which is 

defined as follows [1, 2]: 

𝑒𝑞(𝑧) = [1 + (1 − 𝑞)𝑧]
1

1−𝑞 (3) 

Within the frame of the above argumentation, an 

attempt is described here to explore the potential 

dependence of the degree of non-additivity of a 

mechanically loaded system (i.e., specimens made 

of brittle rock) on the loading rate imposed exter-

nally, by quantifying the respective values of the q-

index.  

2. Materials and methods

To achieve the target of this study, advantage is

taken of experimental data gathered from a protocol 

(described thoroughly in a previous publication [3]) 

comprising uniaxial compression tests with prismat-

ic specimens made of Dionysos marble (which is 

used for the needs of the ongoing restoration project 

of the Athenian Acropolis). The acoustic activity 

was recorded using sensors of the R6α type. The 

principal characteristic of that protocol is that the 

loading rates imposed varied within a relatively 

broad interval, ranging from 34 to 350 kPa/s. 

The quantity used here, to explore the self-orga-

nized state of the fracture process, is the amplitude, 
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A, of the Acoustic Emissions, expressed in terms of 

the so called “variable returns” parameter [4, 5] 

(quantifying, in fact, the fluctuations of the ampli-

tudes), defined as: 

( ) 1( ) ( )i ii
A A t A t −= − (4) 

In Eq.(4) A(ti) is the amplitude of the signal that was 

recorded at the instant ti. Usually, (δA)i is normalized 

over the variance σ, as: 

( )
( )

i

i

 




−
= (5) 

where μ is the respective mean value. 

As a next step, the interval of the values of (ΔA)i, 

namely the interval [(ΔA)min, (ΔA)max], is divided

into a number of sub-intervals of equal width. For 

each sub-interval the Probability Density Function 

(PDF) of the distribution of (ΔΑ)i is determined in

terms of the mean value δ of each one of the sub-

intervals. Combining Eqs.(2) and (3) the PDF reads as: 

𝑃𝐷𝐹(𝛿, 𝛽𝑞) = 𝐴𝑞[1 − (1 − 𝑞)𝛽𝑞𝛿2]
1

1−𝑞 (6) 

3. Results, discussion and conclusions

The experimental data are then fitted by means

of Eq.(6) using commercial available software. A 

very good correlation is revealed, as it can be clearly 

seen from Fig.1, in which the q-Gaussian distribu-

tions are plotted for the four classes of loading rates 

imposed in the specific experimental protocol, (they 

were equal to 34, 84, 140 and 350 kPa/s). 

Fig. 1. The q-Gaussian distributions for the four classes 

of specimens.  

The respective values of q, as obtained from the 

fitting procedure, are plotted in Fig.2, against the 

loading rate imposed. It is clearly seen that a mono-

tonously increasing trend characterizes the response 

of q, suggesting, that the degree of non-additivity of 

the fracture process is an increasing function of the 

loading rate. The dependence of q on the loading 

rate seems to be governed by a power law (see Fig. 

2), however additional protocols are necessary be-

fore definite conclusions are drawn.  

A similar, positive correlation of the displace-

ment rate (rather than of the loading rate) with q, 

was highlighted recently by Shan et al. [5], in terms 

of the evolution of the electric potential, for speci-

mens made of various rocks. In that study, the po-

tential use of q as pre-failure index was, also, 

suggested by the authors. 

Fig. 2. The dependence of the entropic index q on the 

loading rate.  

Concluding, it could be stated that increasing the 

loading/displacement rate the damage mechanisms 

activated within the bulk of a mechanically loaded 

system are intensified, leading to denser networks 

(subsystems) of micro-cracks, or, equivalently to 

further deviation of the system (and the respective 

processes) from additivity. 
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1. Introduction

 Bone is a complex tissue composed of inorganic, 

organic, and cellular components. Far from being 

inert, it is a metabolically active, dynamic structure 

that undergoes continuous remodeling throughout 

life. Most high-resolution imaging techniques are 

currently limited to ex vivo research due to radiation 

exposure, sample size restrictions, and long 

acquisition times. High-resolution computed 

tomography (HR-CT) and magnetic resonance 

imaging (HR-MR) can be performed in vivo, but 

have been used primarily for validating diagnostic 

methods and evaluating osteoporosis treatments. 

A significant challenge in bone research lies in 

accurately classifying bone quality. Biomechanical 

studies on cadaveric material are needed to correlate 

clinically accessible parameters such as bone 

mineral density (BMD) with more precise 

histological and three-dimensional high-resolution 

imaging data. 

This study presents experimental results on post-

mortem porcine femurs, aiming to compare the 

mechanical response of bone under different impact 

velocities. The working hypothesis is that loading 

rate influences fracture mechanics: at lower 

velocities, fractures are expected to be ductile, while 

higher velocities are expected to produce brittle or 

even comminuted fractures. 

2. Materials and Methods

Dynamic impact tests were conducted at the

Structural Mechanics Laboratory, Faculty of 

Electrical Engineering, Mechanical Engineering 

and Naval Architecture, using an INSTRON Drop 

Tower 9450 (capacity: 222 kN). Adjustable test 

parameters included impact velocity (1–24 m/s), 

drop height (0.5–40 m), striker mass (up to 70 kg), 

impact energy (up to 1800 J), and striker geometry 

(wedge, spherical, or flat). For this study, impact 

energy was kept constant across tests (360 J), while 

impact velocity was varied. Two test series were 

performed: one at an impact velocity of 5 m/s and 

another at 10 m/s. Each series included four healthy 

femurs, resulting in a total of eight specimens tested. 

Force–time data were recorded at up to 4 MHz 

and processed to determine absorbed energy, 

displacement, and velocity during impact. The 

fracture mechanism was assessed using the ductility 

index, calculated from the ratio of post-peak to peak 

absorbed energy. A ductility index below 30% 

indicates purely brittle fracture, while values above 

60% correspond to purely ductile fracture: 

𝐷𝑢𝑐𝑡𝑖𝑙𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥 [%] =  
(𝐸𝑛𝑒𝑟𝑔𝑦 𝑎𝑡 𝑇𝑜𝑡𝑎𝑙)−(𝐸𝑛𝑒𝑟𝑔𝑦 𝑎𝑡 𝑃𝑒𝑎𝑘)

𝐸𝑛𝑒𝑟𝑔𝑦 𝑎𝑡 𝑃𝑒𝑎𝑘
.   (1) 

Characteristic Ponits are shown in Fig 1. 

Fig. 1. Characteristic force–time diagram for a) 

ductile fracture, b) brittle fracture. 

Fresh porcine femurs were obtained from 

animals of similar size, age, and sex, with 

comparable living conditions. Weight, volume, and 

length were measured for each specimen. Bones 

were tested fresh, within 48 hours post-mortem, to 

avoid dehydration. 

3. Results

Bar charts compare the average values obtained

from the two test series. It is evident that both the 
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maximum impact force and the fracture force are 

higher for impacts conducted at higher velocities 

(Figs. 2 and 3).  

Fig. 2. Maximum (average) force. 

Fig. 3. (Average) force at fracture. 

Conversely, displacements at maximum force 

and at fracture are greater for the lower-velocity 

impacts (Fig 4). 

Fig. 4. (Average) displacement at fracture. 

In Figs. 5 and 6 femur bones after impact tests 

are shown. 

Fig. 5. Femur after dynamic testing at an impact 

velocity of 5 m/s 

Fig. 6. Femur after dynamic testing at an impact 

velocity of 10 m/s 

Of particular interest is the comparison of total 

absorbed energy during impact. The absorbed 

energy at lower impact velocity was clearly higher 

than that recorded at higher velocity, Fig. 7. This 

can be attributed to the fact that, at lower velocity, 

the bone had more time to undergo gradual plastic 

deformation and dissipate energy progressively, 

which supports the hypothesis that lower-velocity 

impacts promote more ductile fracture behavior. In 

contrast, higher-velocity impacts are predominantly 

characterized by brittle fracture mechanisms.  

Fig. 7. (Average) absorbed energy during impact. 

This study demonstrates that the fracture 

behavior of porcine femurs under dynamic loading 

is strongly dependent on impact velocity, Fig. 8. 

Fig.8. Comparison of ductility indices for fractures 

resulting from impacts at 5 m/s and 10 m/s. 

4. Conclusions

 Lower velocities favor ductile fracture 

mechanisms with higher energy absorption, while 

higher velocities promote brittle or comminuted 

fractures with reduced ductility. These findings 

support the hypothesis that loading rate is a critical 

factor in bone failure mechanics. The results 

provide a biomechanical basis for understanding 

fracture patterns in high-energy trauma and may 

assist in refining computational bone models and 

improving the design of orthopedic fixation devices. 
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1. Introduction

With the rise of rotation speed of the gears in the

gearboxes several phenomena that can significantly 

affect the gearbox energy efficiency and reliability 

occur. A lot of experimental data is available in 

literature for peripheral speeds below 40-60 m/s. 

But above this value some load parameters are 

changing their trends so this value can be classified 

as a limit between low and high speed application. 

The main causes of power loss in gearboxes are 

tooth mesh losses, bearing losses, churning, 

windage, oil pocketing and gear drag [1]. Some 

literature shows that windage losses [2] which occur 

due to sliding friction of the high-speed gears in the 

oil-mist environment in the gearbox housing can be 

up to 30% or even more of the entire gear drive 

meshing losses. The phenomena of squeezing out 

the oil from the gear meshing area can also add more 

power losses in the system [3]. In the worst case 

when the backlash is very small, these phenomena 

can even create oil blockage. Some problems with 

hydrodynamic losses due oil retaining in some 

housing pockets can also lead to lower energy 

efficiency, Fig.1. All of the mentioned 

hydrodynamic losses are negligible in the low speed 

gearboxes, but in high speed gearboxes they can 

exceed basic gear teeth meshing losses and even 

become larger.  

In the case of high speed gears, hydrodynamic 

losses represent a large portion of total power losses 

[4]. They can be approximately measured during 

gearbox operation at the maximum speed with no 

load. This means that these gearboxes have very low 

energy efficiency at the low load regimes because 

of high hydrodynamic losses. With power rise, the 

basic gear teeth meshing loss increases, while the 

increase in hydrodynamic losses is much less or 

negligible. The effect of this can be presented as an 

increase in energy efficiency of the high speed 

gearbox with the increase in load transmitted. 

Beside mentioned, some load parameters as 

dynamic factor lower their value, so power 

efficiency of high speed gearbox could reach even 

0.99 value [5]. 

Fig. 1. Oil retaining pocket in gearbox housing [6] 

For investigating the dependency of energy 

efficiency of the high speed gearbox with 

transmitted power increase, a special mechanical 

power circulation test rig [7] was developed at the 

EDePro company for testing its high speed 

gearboxes for aircraft application, i.e. for turbo shaft 

engines application. High speed gears can be found 

mostly in the aerospace industry. Every loss in 

power means lower thrust available for the aircraft. 

On the other hand, as all power losses are converted 
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to heat, more mass, through the larger heat 

exchanger, is added to the aircraft, which is also 

highly undesirable. So the increase in energy 

efficiency of such gearboxes is of great importance 

for future exploitation and performances of aircraft. 

In this paper, an experimental investigation of 

hydrodynamic losses and basic gear meshing losses 

are presented for two types of high speed gearboxes. 

Also, the objective of this paper is to present and 

compare two types of test rigs for experimental 

measuring of gearboxes parameters. 

2. Case study

The case study are two gearboxes one for

helicopter application and other one for aircraft 

application. The concept used is split path gearbox, 

with power dividing intro 3 branches, Fig.2. The 

peripheral speeds of gears are in the area of high 

speed application. The power is brought with input 

gear 1 (green) which is engaged with three gears 2 

(blue). In this way power is divided into 3 branches. 

Gears 2 are directly connected to smaller gears 3 

(red arrows) on each of the three branches of the 

gearbox. Then those gears 3 are geared with output 

gear 4 which transmits all power further to the 

coupling through the splined shaft. Both gearboxes 

are designed for the same gas generator with power 

of 200 kW which is also developed at the EDePro 

company from Belgrade. 

Fig. 2. Concept of the gearbox with power dividing into 

three branches [6] 

The first gearbox, intended for helicopter 

application has a gear ratio of 6.67, see Fig.3. It 

reduces 40 000 rpm from the input shaft to 6 000 

rpm of the output shaft. The peripheral speed of the 

first gear pair is around 100 m/s so it matches to 

high speed usage.  

The second gearbox, intended for aircraft 

propeller drive has a ratio of 16, Fig.4. It reduces 40 

000 rpm of input shaft rotation speed to 2 500 rpm 

of output shaft rotation speed. The peripheral speed 

of the first gear pair in this gearbox is around 76 m/s, 

which also matches to high speed usage. 

Fig. 3. High speed gearbox for helicopter application 

Fig. 4. High speed gearbox for propeller application 

3. Test stand

The first one, helicopter gearbox, was

experimentally tested on a test bench developed 

specially for the purpose of gears and gearboxes 

testing, Fig.5. A closed loop power circulation test 

rig, is developed as altered conventional one used 

only for gear experimental testing in order to accept 

two gearboxes facing each other. As it can be seen 

from Fig.5 in one branch of the device two high 

speed gearboxes (marked with numbers 6&7) are 

installed. They are placed in opposite position in 

order to connect the high speed shafts of each one 

together.  

Fig. 5. Test stand with 2 gearboxes for helicopter 

application positioned opposite each other: (1) drive 

electromotor, (2) torque meter, (3) auxiliary gearboxes, 

(4) loading coupling, (5) oil supply system with pumps,

(6&7) test articles – high speed gearboxes 

From the right side in Fig.5, a drive electromotor 

(1) of 55 kW continual power is installed. This

electromotor is used only to compensate for the
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power losses in the system which are assumed not 

to be larger than 5% per gearbox, auxiliary and test. 

The entire system is driven by the electromotor at 6 

000 rpm, except for the part which connects the high 

speed input shafts of the gearboxes which runs at 40 

000 rpm (between 6 and 7). In order to achieve high 

precision and to minimize the misalignment of these 

shafts, a black cylindrical part is installed, see Fig. 

5. Two auxiliary gearboxes (3) from each side of the

branches are installed in order to connect the two

central branches-shafts by transmitting the power at

a distance between their axes. One branch is used to

install the test article – high speed gearboxes (6) and

(7), while the other one (behind the one in Fig. 5.)

is used to install the loading coupling (4). By this

coupling, the torque is introduced in the system in a

steady state, in order to simulate the power inside

the system. The torque is applied by coupling

specially designed so it can be connected in

arbitrary position, twisted for the desired angular

deformation by level system as in Fig.6. By running

the system at some rotational velocity, the torque

simulates full power, trapped in the system of 2

branches, 2 auxiliary gearboxes and 2 testing high

speed gearboxes. Outside of them, for example on

the branch where the torque meter is installed, there

is no power generated due to level system. But there

is a need to overcome the resistance to rotation in

the system, power loss, due to friction in gearboxes

and bearings which is converted to heat. So, there is

a need for an external electromotor which has to

compensate only for those power losses.

Lubrication and heat exchanging subsystems are

also required together with an acquisition system for

monitoring the controlling parameters.

Fig. 6. Level system for applying the to flange of the 

specially designed coupling   

The second gearbox is experimentally tested in 

an open loop power circulation system, where the 

electromotor is used to drive the system with all 

available power and an engine free turbine is used 

as a brake, Fig. 7. In order to create a load, an actual 

turbine is installed on the input shaft. So, the 

maximum available power is the power of the 

electromotor, i.e. 55kW, which is much lower than 

the maximum gearbox operating power of 200 kW, 

but it serves well enough for determining the 

hydrodynamic losses and losses at that power.  

Fig. 7. Test stand with high speed gearbox for airplane 

application: (1) drive electromotor, (2) torque meter, (3) 

propeller gearbox, (4) free turbine 

4. Experiments and results

The main advantage of the closed loop power

circulating test rig is that it uses only the supply 

power equal to the power losses in the system. There 

is a need to differentiate between the power losses 

of the test rig, because it consists of two auxiliary 

gearboxes, and the power losses of the gearboxes 

which are tested. So, the first run is done on the 

required 6000 rpm with load and without the test 

articles – high speed gearboxes, in order to define 

the basic power losses of the test rig. The measured 

power losses of the empty system (without 

helicopter gearboxes) is 8.8 kW. This value 

represents the losses in the auxiliary gearboxes with 

the losses in the electromotor itself. Then during the 

test with the installed high speed gearboxes, as in 

Fig.5, the electromotor required the power of 23 kW 

in the first minute of operation. As time passes this 

power drops to 20.5 kW after a few minutes while 

it settled down on the value of 19 kW after more 

than 10 min. This is normal behavior due to 

phenomena of running in of the gears and bearings, 

oil temperature is raised to the balanced value of 70-

80°C and with this the viscosity drops and 

consequent hydrodynamic losses and etc. Tests 

were done on 4 regimes, all at the same velocity of 

6000 rpm. The first one is done without any load 

applied, the second one corresponds to 120 Nm 

(75kW), the third one is with 220 Nm (138kW) and 

the last one is with 320 Nm (200kW). Results for 

short tests of several minutes are shown in Table 1. 

Table 1. Results of power measurement on torque meter 

Case 

no. 

T 

[Nm] 

P 

[kW] 

Ptl  

[kW] 

Pbl 

[kW] 

Pg 

[kW] 

η 

[%] 

1 0 0 17 5.2 5.90 - 

2 120 75 19 6.6 6.20 0.92 

3 220 138 21 7.7 6.65 0.95 

4 320 200 23 8.8 7.10 0.97 

In Table 1, T is the torque introduced to the 

system by coupling, P is the power simulated by the 

system, Ptl is the total power losses measured by the 

torque meter, Pbl is the basic power losses of the test 
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rig (without test articles), Pg is the calculated 

averaged power losses per high speed gearbox and 

η is the energy efficiency of high speed gearboxes.  

For the short tests when there is a need to define 

the settling temperature of input cooled, output 

heated oil or bearing operating temperatures, natural 

frequencies, noise or energy efficiency, the open-

loop power circuit test rig is the better solution to 

obtain these results. There is a need for only one 

gearbox, and all power which is required to pass 

through the test rig and the gearbox itself should be 

compensated by the electromotor. The second high 

speed gearbox for aircraft propeller application is 

tested in this way. Firstly, a test without any load at 

the designed 2500 rpm of output shaft speed was 

conducted and the power required was 3.4 kW. This 

are the basic power losses during the operation 

without load. The high speed bearing housing 

system actually used for free turbine application, 

input bearing system for gearbox, was tested 

separately and shows the value of 2.5 kW at 40 000 

rpm. This fact indicates that the losses of gear 

meshing without load, all other gearbox bearings 

and lubricating losses are only 0.9 kW. After this 

one test, a turbine is installed on the input shaft in 

order to provide the load (due to air resistance of 

turbine rotation through the ambient air). As the 

electromotor is of not enough power this test was 

done on the maximal load that corresponds to 55 

kW. The power loss on this test was estimated to a 

value of 3.9 kW which gives the energy efficiency 

of 0.93.  

5. Conclusion

Based on the above, the power of 23 kW is

continuously required to drive the system at 6 000 

rpm with a closed loop circulation test rig, with 

torque of 320 Nm inputted on the special clutch on 

the auxiliary branch in order to simulate the 

behavior of gears exposed to 200 kW of power. In 

this way, the power spent over time is almost 10 

times lower than in the case of an open-loop power 

circuit test rig.  This is an economically prevailing 

advantage in case of long-term gearbox testing. 

The first test shows that energy efficiency of the 

high speed gearbox increases as the applied load 

increases. The worst case is with very low load 

applied and running the gears without load is not 

recommended due to low dynamic behavior which 

is even reflected by the sound produced. There are 

several reasons why energy efficiency is increasing. 

In the first place is the fact that dynamic load factor 

lowers its value by increasing the unit load per tooth 

width for high speed gearboxes that operate on 

supercritical speeds.  The other one is the fact that 

the basic load due to windage effect, bearing 

friction, churning, oil pocketing and etc. remains 

more or less independent at the same rotational 

velocity with the load applied. As power is 

increased, mostly gear teeth mesh losses are 

increasing by a small percent. So, results show the 

trend of efficiency increase with load as in reference 

[7].  

The second test shows that the most basic power 

losses (without load) occur in the area (on the parts) 

which are exposed to the high speed. The bearing 

housing subassembly of input high speed shaft takes 

2.5 of the total 3.4 kW (74%) which goes to gear 

meshing (including high speed pair) and all others 

bearings. 
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1. Introduction

With the growing energy crisis and difficulties in

obtaining new metals, layered composites are 

becoming more widely used, with aluminium-

copper bimetal playing the dominant role. It is 

characterised by high electrical and thermal 

conductivity, high corrosion resistance, and 

relatively low density. The production costs of 

bimetal using rolling technology are low, and its use 

in a technical solution allows 30% to 50% savings 

compared to monolithic copper [1]. The composite 

is used in radiators, cables, cooling fins, heat 

exchangers, and other electronic and electrical 

components. However, the number of applications 

of Al/Cu bimetal is limited by the quite significant 

effect of heat on its elastic-plastic properties and 

structure. The purpose of the research conducted 

was to determine the effect of heat through growth 

and short-term withstanding of Al/Cu bimetal in the 

temperature range of up to 250 – 500 °C on its 

springback effect and the beginning of plasticity in 

its extreme layers under bending conditions. 

2. Material and specimens

The experimental tests were carried out on

aluminium-copper bimetallic samples in the shape 

of a cuboid strip with dimensions of 4 x 20 x 67 mm. 

They were cut from Al / Cu sheets produced by hot 

rolling by permanent deformational connection of 

sheets of electrolytic copper (CW004A) and pure 

aluminium (AW-1050A). The average percentage 

share of components in the Al/Cu bimetal is Cu - 

51% and Al - 49%. 

The samples were divided into two groups. 

Some samples were tested without thermal effects 

(T = 22 °C); the rest were annealed at temperatures 

of 250, 350, 450, 500 °C for 40 and 90 min. 

The experimental studies included three-point 

bending tests of Al/Cu samples and microscopic 

analysis of the layer connection zone before and 

after plastic deformation of the samples. 

3. Experimental setup

In the first stage of the investigation, three-point

bending tests were performed. They were carried 

out on a hydraulic MTS Mini Bionix 858 machine, 

loading the samples perpendicularly to the 

lamination in a special device. Measurement of 

deformations and displacements (deflections) was 

performed using the Aramis 4M digital image 

correlation system from GOM. After mechanical 

tests, the bimetal structure was observed 

microscopically, which included a chemical 

analysis of the composition and measurement of the 

thickness of the diffusion layer formed on the Al/Cu 

interface because of thermal interactions. 

Observations were carried out on a Phenom XL 

electron microscope (SEM). The measurement of 

the thickness of the diffusion layer was performed 

by graphic analysis of SEM photographs, validating 

the results by linear analysis of the chemical 

composition. 

4. Study of the springback of bimetal

As a result of heat exposure, irreversible changes

occur in the mechanical properties of the Al/Cu 

bimetal. This is manifested by the effect of 

disturbed springback, i.e. loss of elastic properties 

after elastic-plastic deformation. This is treated as 

an operational defect, especially in the case of 

bending. 

Springback in the tested Al/Cu bimetal was 

assessed and analysed by measuring the difference 

in angles  during three-point bending in two 

states of sample deformation, i.e. before and 

immediately after unloading (Fig. 1). 

It was found that with the increase in 

temperature in the range of 250 – 450°C, the values 

of angles  increased significantly for the tested 

soaking times, and for the annealing time t = 40 min. 

the increase was linear. After soaking at 500°C, 

there was a slight decrease in the value of phi, which 

can be attributed to the developed brittle diffusion 

zone. The highest value of angle  (springback) 
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obtained from the experiment for the Al/Cu bimetal 

was 3.2 deg. 

Fig. 1. Thermal effects of springback of bimetallic 

samples. 

5. Identification of the composite

plasticisation process

Experimentally, the bending curves did not

reveal the beginning of plastic (physical) flow. To 

determine the actual values of the yield moments of 

the extreme bimetal layers, an analytical solution 

based on the experimental data was used. The 

changes in the yield moment Mp, depending on the 

temperature are shown in Fig. 2. 

At 250 oC the Mp torque values for the annealing 

time of 40, 90 min were similar and amounted to 

approx. 12.8 Nm. They were slightly lower than the 

Mp value for the unannealed samples (13.6 Nm). In 

the temperature range of 350 – 500 oC the Mp values 

were similar (approx. 4 Nm), however, in relation to 

the temperature T = 250 oC a more than twofold 

decrease in the Mp value was observed. 

Fig.2. Changes in the bending moment Mp value 

under the influence of temperature. 

6. Microscopic observations of the Al/Cu

interface

SEM photographic observations allowed to

measure of the diffusion zone thickness depending 

on the temperature for the tested annealing times 

(Fig. 3). It was found that in the case of unannealed 

samples (T = 22 oC) and annealed at 250°C for 40, 

90 minutes, no copper diffusion into aluminium was 

observed. With increasing annealing temperature in 

the 350 – 500 °C range, the diffusion layer thickness 

increased exponential from 4.6 μm to 15.4 and 26.8 

μm for times t = 40 and 90 min, respectively. Three 

intermetallic layers of different shades characterised 

by significant brittleness were distinguished at the 

interface. 

Fig. 3. Change in the diffusion’s thickness zone under the 

influence of temperature. 

7. Conclusions

• For samples heated at 450–500 oC, a six-fold

increase in the springback angle was observed

compared to the temperature of 250 oC.

• Heating at temperatures of 350–500 oC caused

over two-fold decrease in the yield’s value

moment of the extreme layers of the Al/Cu

bimetal compared to the lower temperatures

tested.

• A strong exponential increase in the brittle’s

thickness diffusion zone was observed, causing

a weakening of the Al/Cu joint.
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1. Introduction

Considering the socio-economic importance of

bridge structures, their acceptance testing is 

generally a mandatory requirement before the 

bridge is put into operation. The dynamic test is a 

component of the acceptance testing process used to 

verify the numerical model of the bridge structure 

from a dynamic perspective. This paper presents the 

procedure for conducting dynamic tests on a 

segment of a bridge with a mixed structure deck, 

under standard conditions using test loads. 

The experimental findings served as the basis for 

structural verification of the bridge deck in terms of 

execution quality and for the numerical model 

calibration, for future references studies. 

2. Experimental dynamic test of the bridge

The overpass located on the outskirts of

Timisoara city, ensures the crossing of a single, non-

electrified railway line by the Timisoara South 

Bypass. 

The bridge has 8 spans, with a total length of 

approximately 331.62 meters, and it is composed of 

reinforced concrete beams at the end spans and a 

composite steel–concrete deck in the central zone, 

including the span that crosses the railway line. 

In the steel–concrete composite section of the 

deck, the superstructure consists of continuous steel 

beams with three spans (40.30 + 55.30 + 40.30 m). 

In cross-section, the deck includes two continuous 

main steel girders and a central longitudinal beam, 

with the structure stiffened by steel crossbeams, 

bracings, and a reinforced concrete slab acting 

compositely. 

The experimental testing procedure was made 

accordingly with the specific Romanian standard, 

STAS 12504-86 [1]. 

2.1 Experimental test assembly 

The dynamic response of the bridge was evaluated 

using a test truck loaded with ballast, having a total 

mass of approximately 40 tons. Bridge accelerations 

were continuously recorded in real time during the 

entire crossing of the truck. 

To generate a shock-type dynamic load, an artificial 

obstacle was placed on the roadway surface. To 

simulate various levels of dynamic excitation, the 

truck passed over it at different speeds. 

Fig. 1. The position of the accelerometers and the shock 

thresholds 

For each obstacle, one can consider five 

incremental speed levels (10, 30, 50, 70 and 85 

km/h, were used). For each passing of the test truck, 

accelerations were recorded along three orthogonal 

directions, at the positions indicated in Fig. 1. 

Shock induction threshold

(in the middle of the 2nd span)

Accelerometer position in 
the middle of the 1st span

Accelerometer position in 
the middle of the 2nd span

Shock induction threshold
(in the middle of the 1st span)
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3. Experimental results

Given that the excitation was predominantly

vertical, the horizontal response of the deck was 

deemed not representative for the dynamic test. 

Fig. 2. The results of the experimental testing of the 

bridge 

The vertical acceleration records 

(accelerograms) capturing the bridge deck 

vibrations were subsequently analyzed to determine 

the frequency characteristics of the structural 

response [2]. For each recorded accelerogram, 

baseline correction and filtering procedures were 

applied, followed by the computation of power 

spectral densities, through which the dominant 

vibration frequencies were identified (see Fig. 2). 

4. Modal FEM Analysis

Fig. 3. Mode 4 with a frequency of 2.95 Hz, for a 

67.57% modal participating mass ratio.  

The modal shape of the predominant mode of the 

deck is presented in Fig. 3, in terms of modal 

participation mass ratios at vertical translation.  

5. Dynamic calibration of the FEM model

As one can observe in Fig. 2, the frequency

content of the bridge vibrations is very close to the 

predominant modal frequency of the FEM model. 

This experimental result assures that the real 

structure of the bridge deck has good behavior under 

loads, close enough to presumed behavior resulted 

from the FEM analysis. Although, one can observe 

that the stiffness of the FEM model is a little higher 

than the real structure. To perform subsequent 

analyses of the bridge’s behavior under dynamic 

loads, the numerical model was calibrated based on 

the experimental findings. 

Considering that the fundamental frequency 

depends on terms such structural mass (𝑚) or 

structural stiffness (𝑘), as results from Eq. 1, the 

numerical model calibration can be conducted in 

terms of mass or stiffness [3].  

𝑓1 = 2𝜋√𝑘 𝑚⁄ (1) 

Because the modal analysis is conducted mainly 

with respect to the dead weight of the structure, the 

only term which can be tweaked is structural 

stiffness. After some minor modification on the 

values of the Young Modulus of the structural 

materials and the stiffness of the connections 

between structural elements of the bridge deck, the 

model was calibrated in order that the fundamental 

vertical mode to be almost identical with the median 

value of the predominant frequencies of the 

recorded accelerograms. After the calibration, the 

resulting fundamental frequency is 2.76Hz, with a 

Modal Participation Mass Ratio of 68.27% (Fig. 4) 

Fig. 3. The fundamental mode, after the calibration. 

6. Conclusions

The experimental tests showed that the bridge

has good behavior, but for future analysis the 

numerical model was calibrated to be tuned with the 

real structure in terms of fundamental frequency. 
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1. Introduction

Open-cell polymeric foams exhibit a pronounced

asymmetry when subjected to uniaxial tension and 

compression: the axial stress–strain curves and the 

accompanying lateral (transverse) strains differ 

drastically. This behavior can be traced back to the 

nonlinearity of the polymer matrix material coupled 

with the complex geometry of the cellular 

microstructure. 

Hyperelastic constitutive models are the 

standard choice for modeling the elastic response of 

such materials. Yet a review of the literature reveals 

that even the most complex ones of the existing 

models [1] invariably fail to reproduce the dual 

character of tension-compression characteristics, 

particularly the lateral strains [2]. To overcome this 

limitation and capture the experimentally observed 

asymmetry we introduce a novel hyperelastic 

constitutive model asymmetric in Poisson’s ratio. 

2. Materials and methodology

The compressible Ogden–Hill hyperelastic

constitutive model [1] is the prevailing model for 

describing polymeric foams, for which the strain 

energy density function is defined as: 

𝑊(λ1, λ2, λ3)  = ∑
2μ𝑖

α𝑖
2 (λ1

αi + λ2
αi + λ3

αi − 3 +𝑁
𝑖=1

1

β𝑖
(𝐽−α𝑖β𝑖  − 1)), (1) 

where λ𝑘  (𝑘 = 1, 2, 3) denote the principal

stretches, 𝐽 the volume ratio and 𝑁 is the order of 

the material model. In ABAQUS, this model appears 

under the name Hyperfoam, and defines the β𝑖
parameters as: 

β𝑖 = 
ν𝑖

1−2ν𝑖
. (2) 

In some special cases, when ν𝑖  =  ν, this parameter

can be associated with Poisson’s ratio.  

Building on this identity, we introduce an 

asymmetric variant where we use 𝐽 to switch 

between “tension” (𝐽 > 1) and “compression” 

(𝐽 < 1) like cases and for these we use different 

Poisson’s ratios: 

𝑊(λ1, λ2, λ3) =  

{

∑
2μ𝑖

α𝑖
2 (λ1

αi + λ2
αi + λ3

αi − 3 − αiln(𝐽))
𝑁
𝑖=1 ,    𝐽 < 1,

2μ

α2
(λ1

α + λ2
α + λ3

α − 3 +
1

β
(𝐽−αβ  − 1)) ,   𝐽 > 1,

1

2
(𝑊c(λ1, λ2, λ3)  + 𝑊

t(λ1, λ2, λ3) ) ,   𝐽 =  1.

(3) 

The “tension” part adopts a first-order Hyperfoam 

model, whereas the “compression” part is 

constrained to zero Poisson’s ratio, a widely used 

approximation for open-cell polymeric foams [3]. 

Because uniaxial tension and compression tests 

provide the primary calibration data, it is convenient 

to write the corresponding 1st Piola–Kirchhoff stress 

in closed form, allowing direct parameter fitting 

against experimental curves. 

𝑃1 =
∂W

∂λ1
=

{

∑
2

𝜆1

𝜇𝑖

𝛼𝑖
(𝜆1
𝛼𝑖  − 1)𝑁

𝑖=1 , 𝐽 < 1,

2

𝜆1

𝜇

𝛼
(𝜆1
𝛼  − λ1

-α ν ), 𝐽 > 1,

1

2
(𝑃1

c + 𝑃1
t),  𝐽 =  1.

(4) 

The proposed model was calibrated and 

validated against uniaxial tension- and 

compression-test data obtained for an open-cell 

polymeric foam [4]. As illustrated in Fig. 1, the 

predicted stress–strain response reproduces the 

experimental curves with great accuracy.  
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Fig. 1. Fitting on uniaxial test data. 

Transverse strains were extracted from the 

uniaxial tests by post-processing recorded videos 

with a binarization technique. The measured trends 

confirm that Poisson’s ratio of 0 is adequate in 

compression, while in tension incompressibility is 

the best approximation – an observation that was not 

anticipated.  Consequently, the tensile branch of the 

Hyperfoam formulation collapses to the first-order, 

incompressible Ogden model. 

For model validation we constructed a large-

scale bending apparatus (Fig. 2), on which finite 

strain configurations can be achieved in discrete 

steps. The obtained reaction forces and geometrical 

datasets were later compared to FEM predictions. 

Fig. 2. Design of the large-scale bending apparatus. 

All simulations were conducted in ABAQUS [5]. 

As a first approximation to emulate the proposed 

asymmetric constitutive law, the beam was 

partitioned into tensile- and compressive-dominant 

regions (Fig. 3), constructing the separated FEM 

model. Each region was assigned a Hyperfoam 

material definition with its own calibrated 

parameter set. 

Fig. 3. The separated FEM model. 

3. Conclusions

Simulation results indicate that in bending

(where tension and compression arise 

simultaneously), the separated FEM model achieves 

reaction predictions on par with conventional 

Hyperfoam fits yet captures transverse strains with 

far greater accuracy (Fig. 4). 

Fig. 4. Cross sectional view of the beam at 𝜑 = 30° 
for multiple cases. 

The collected evidence shows unambiguously 

that, in bending, the asymmetric hyperelastic 

formulation yields better results at transverse strains 

than its Hyperfoam counterpart. Motivated by this 

performance, we have coded dedicated UHYPER 

and UMAT subroutines for ABAQUS, providing a 

platform for complete studies and more complex 

loading scenarios. Future work will address 

numerical implementations of hyperelastic models 

that couple volumetric and isochoric behavior, 

including the present formulation. 
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1. Introduction

Polyamide 6 (PA6), also known as Nylon 6, is a

thermoplastic material that belongs to the nylon 

polymer class. Its structure includes repeating amid 

groups (-CONH-) within the molecular chain. Due 

to its semicrystalline configuration, this polymer is 

characterized by outstanding mechanical properties, 

such as high tensile strength and a significant ability 

to resist impact [1], [2], [3]. 

This paper focuses on the impact of 

environmental factors on the mechanical and elastic 

characteristics of PA6, with the main objective of 

identifying how various external factors influence 

the mechanical and elastic characteristics of this 

material used in various industrial applications, all 

of which is intended to support future investigations 

on the behavior of these types of materials in 

different other working environments.  

However, the interaction of these materials with 

various environmental factors leads to structural 

and functional changes that can compromise or, in 

some cases, improve their performance. Recent 

studies in the field of materials science and 

mechanical engineering are based on the impact of 

environmental factors such as temperature, 

humidity, ultraviolet radiation, and exposure to 

various chemicals on the mechanical and elastic 

properties of polymers. 

2. Materials and method

This study aimed to determine the mechanical

and elastic properties of the PA6 subjected to 

different exposure environments: ambient, distilled 

water, cooling oil, saline solution, and UV-C 

radiation by means of uniaxial tensile tests. The 

results obtained allow a comparative analysis of the 

influence of the working environment on the 

mechanical and elastic behavior of this type of 

polymeric material. 

In addition to the experimental analysis, a 

numerical simulation of the mechanical behavior of 

the PA6 material was carried out using the Abaqus 

software to validate and correlate the results 

obtained in the physical tests. The shape and 

dimensions of the specimens used for the tensile 

tests are shown in Figure 1 and are realized in 

accordance with ISO 527-2:2012 [4], which covers 

uniaxial test methods for plastics. 

Specimens for immersion in distilled water, 

cooling oil, or saline were first dried in an oven at 

500°C for 24 hours in accordance with ISO 

62:2008—Plastics: Determination of water 

absorption [5]. After exposure, the specimens were 

weighed again to assess the liquid uptake for 

distilled water, cooling oil, and saline solution, 

according to the procedure described in the 

standard. In the last step, after the drying process, 

the specimens were weighed once more to quantify 

the amount of liquid absorbed. Formula (1) was 

used to calculate the liquid uptake. The steps 

involved in preparing specimens for testing are 

shown in Figure 1. 

Fig. 1. Steps to perform the tensile test: 1-measure the 

specimens, 2 - oven drying, 3 - weighing after drying, 4 

- immersion / exposure to the medium of interest, 5 -

absorption weighing, 6 - uniaxial tensile test.
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3. RESULTS AND DISCUSSION

3.1 Experimental results 

The results obtained from the uniaxial tensile 

tests performed out on specimens maintained in the 

five environments analyzed are presented in Figure 

3. To ensure the accuracy and relevance of the data,

ten specimens were used for each medium tested.

Fig. 3. Mean stress – strain curves for tensile testing of 

PA6 in five different environments. 

3.2 Numerical results 

To simulate the uniaxial tensile behavior of 

specimens made of PA6 material, a 3D model of the 

specimen was realized with the CATIA V5R20 

software package. This model was imported into the 

ABAQUS software package, where it was 

discretized into C3D8R finite elements, and the 

material data, constraints, and loads related to each 

test performed experimentally were applied. 

Thus, the specimen is fixed (recessed) at one 

end, and at the opposite end a displacement is 

applied in the direction of the longitudinal axis of 

the specimen, equal to the mean displacement 

recorded experimentally at the time of the 

occurrence of the breakage, as shown in Figure 4a. 

The 3D model of the tensile specimen discretized in 

C3D8R finite elements is presented in Figure 4b. 

(a) with constraints and

loads applied 
(b) discretized in finite

elements 

Fig 4. The 3D model of the tensile specimen. 

The plastic be behavior of the materials was 

defined using stress – strain curve obtained after the 

uniaxial tensile tests for all five studied cases. 

Figure 5 shows the comparative force-displacement 

curves (experimental vs. numerical/FEM) for 

specimens made of PA6 and tested at uniaxial 

tensile in the ambiental enviroment. 

Fig 5. Results of numerical simulation using 

FEM. 

4. CONCLUSIONS

Following the numerical simulations performed

using the finite element method (FEM) for uniaxial 

tensile tests on specimens made of PA6 and 

comparing the obtained results with those 

determined from experimental tests, several 

conclusions can be drawn. Regarding the 

comparison between the force–displacement curves 

obtained experimentally and those generated 

through numerical simulation using FEM, it can be 

observed that there is a very good correlation 

between these curves (experimental vs. numerical) 

for all five studied environments (ambient 

conditions, distilled water, cooling oil, saline 

solution, and UV-C radiation exposure). 
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1. Introduction

The elastic modulus E is a suitable material

property for quantifying the influence of sample 

preparation, material age, and ambient conditions 

on the mechanical behavior of cement pastes, 

because E can be characterized efficiently using 

non-destructive methods. A comparison of results 

obtained from different independent test methods 

sheds light on the reliability and precision of the 

methods used, as well as on potentially necessary 

improvements and limitations in characterization. A 

comparative study is performed on cement pastes 

prepared from composite binders made of Portland 

cement, limestone, and calcined clay. 

2. Materials and methods

Three cementitious binders: an ordinary Portland

cement (OPC), a binary blend called limestone 

Portland cement (LPC) containing, by mass, 70% 

OPC and 30% limestone, as well as a limestone 

calcined clay cement (LC3) containing, by mass, 

70% OPC, 15% limestone, and 15% calcined clay, 

are used to prepare cement pastes at an initial water-

to-solid mass ratio of 0.45 [1]. Two independent test 

methods are used to determine the elastic modulus 

from 1 to 7 days after paste production, namely 

(a) ultrasonic testing and (b) hourly 3-min creep

testing, see Fig. 1.

Fig. 1. Test setup for (a) ultrasonic and (b) creep testing. 

Test repetitions are performed. 

2.1 Ultrasonic tests 

Non-destructive ultrasonic tests are conducted 

on cylindrical samples (d = 3 cm and h = 6 cm) once 

per day, from 1 to 7 days after paste production, 

approximately every 24 h. The test setup is shown 

in Fig. 1a). Longitudinal and transversal ultrasonic 

waves with a central frequency of 5 MHz are sent 

through the test setup.  The times of flight of the 

ultrasound wave are measured. Preliminary tests 

showed that the results are independent of the 

frequency and the sample size. 

2.2 Creep tests 

Non-destructive 3-min creep tests [1,2] are 

conducted hourly on cylindrical samples (d = 7 cm 

and h = 30 cm), from 1 to 7 days after paste 

production. The test setup is shown in Fig. 1b). The 

cement paste samples are subjected to a 

compressive force corresponding to 15% of the 

material strength at the time of testing. The change 

of length of the sample is measured.  

3. Data analysis

Ultrasonic tests are carried out four times for

each sample and at each time instant of testing. The 

signal velocities vL and vT are computed by referring 

the measured times of flight of the ultrasonic pulses 

to the sample height. The theory of elastic wave 

propagation through isotropic media allows for 

calculating E based on the wave velocities and the 

mass density 𝜌 [3]: 

𝐸 = 𝜌
𝑣𝑇
2(3𝑣𝐿

2−4𝑣𝑇
2)

𝑣𝐿
2−𝑣𝑇

2 . (1) 

Individual 3-min creep tests are evaluated based 

on the linear theory of viscoelasticity and 

Boltzmann’s superposition principle, according to 

the evaluation strategy described in [1]. Values of 

the elastic modulus, the creep modulus, and the 

creep exponent are identified without making any 

constraining assumptions. 
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4. Results

The analysis of the results from ultrasonic testing

allows for identifying two origins of fluctuations: 

variations between the samples and variations in the 

measurements of the times of flight, expressed in 

terms of wave velocities. 

Fig. 2. Elastic modulus of OPC paste samples. 

Up to nine cement paste samples are tested for each 

of the three materials. As for the OPC paste 

samples, the standard deviations ∆E1 to ∆E9 based 

on  and the four values of vL and vT are between 

0.01 and 0.10 GPa corresponding to 0.09 and 0.70% 

of the mean values of Ei. For the mean value Eges 

over all samples, the standard deviation ∆Eges 

amounts to 0.32 GPa. This is equal to 2.3% of Eges. 

For LPC and LC3 pastes, we get 2.4 and 2.7%. 

Therefore, variations between the samples are 

herein found to be the main source of deviations. 

Fig. 3. Comparison of values of the elastic modulus, 

obtained from ultrasonic testing (large circles) and 3-

min creep testing (small symbols).  

Creep tests take much more time and effort than 

ultrasonic tests. Therefore, the number of 

investigated samples is smaller. Two creep test 

series are performed for each material, see Fig. 3. 

The mean difference between the two test-series of 

one material is about 1.9% for the LC3 paste, 1.6% 

for the LPC paste, and 1.4% for the OPC paste. 

These variations are slightly smaller than that of the 

ultrasonic tests. 

The largest differences between ultrasonic test-

related and creep test-related values of the elastic 

modulus amounts to 6%, see Fig. 3 for values of the 

elastic modulus obtained from ultrasound testing 

(large circles) and that obtained from 3-min creep 

testing (small symbols). The largest deviations are 

observed on the second day of the test series, when 

the microstructure of the cement paste is still 

undergoing significant changes due to cement 

hydration. From 2 days onward, the mean 

differences between the results of the two test 

methods are 1.6% for the LC3 and LPC pastes and 

2.6% for the OPC paste. 

5. Discussion and conclusion

The differences between the values of the elastic

modulus from ultrasonic testing and 3-min creep 

testing are in the range of some 2%. This is the same 

order of magnitude as the variance between 

individual test samples. This variance is – to a 

certain extent – unavoidable. This indicates that a 

good test reproducibility is achieved for both test 

methods. The match between the two methods 

underlines the reproducibility of sample production, 

especially for the creep tests samples, which were 

prepared not concurrently, but with time lags of 

several weeks.  

6. Outlook

The performance of ultrasonic tests on additional

cement paste samples is recommended especially 

for future creep test series on cementitious 

materials, since it is little additional effort, but 

provides a reliable check of the results obtained in 

the analysis of the creep tests. The variance between 

individual samples can be minimized by using 

always the same sample preparation method. Test 

repetitions underscore the reliability of test results, 

because the variance between two samples will 

never be zero. The direct numerical comparison of 

ultrasonic and creep test results is recommended to 

be integrated into the test evaluation of ultrasonic 

and creep tests.  
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1. Introduction

In recent years, electric micromobility vehicles

(e.g., electric scooters, unicycles, skateboards, one-

wheels, and segways) have gained significant 

popularity. From both traffic and environmental 

perspectives, micromobility vehicles have benefits, 

but controlling these vehicles poses a much more 

significant challenge for users. As a result, an 

increased number of road accidents involving 

personal injuries is realized world-wide. Therefore, 

exploring the dynamics of the vehicle-human 

system is essential for making micromobility 

vehicles safer. In our research, we aim to gather 

information about the motion of an electric scooter. 

Due to the small size of the vehicle, the rider’s 

movement significantly influences the motion of the 

vehicle. Therefore, it is essential to acquire data on 

how the riders move on the vehicle. In this study, 

we also examine how accurately a neural network-

based algorithm can determine the position of the 

rider's center of mass based on camera footage.  

2. Mechanical modeling

The basic mechanical model of scooters, called the 

Whipple bicycle model [1,2], is shown in Fig. 1. It 

consists of four rigid bodies: the front and rear 

wheels, the handlebar-fork assembly, and the body. 

Considering all the geometric constraints among the 

bodies, the scooter has 9 degrees of freedom (DoF). 

Although the kinematic constraints and the 

assumption of a flat ground reduce further the DoF 

of the system, the rolling of the wheels on an ideally 

flat surface is not ensured in real environments. 

Hence, all the generalized coordinates  

𝐪m  =  [𝑋R   𝑌R   𝑍R   𝜓   𝜑   𝜗   𝛿   𝜙𝑓   𝜙𝑟] 

are needed in order to reconstruct the motion of the 

scooter from measurement data. 

Fig. 1. Mechanical model of the electric scooter [2] with 

the generalized coordinates indicated.  

3. Measuring the states of the scooter

3.1 Position measurement 

To determine the global position of the scooter, 

we use an RTK GPS device, by which an accuracy 

of up to 5 cm can be achieved if continuous wireless 

data transmission is ensured for the device from the 

base station that helps the position correction. 

3.2 Velocity measurement 

The longitudinal velocity of the scooter is 

measured via the in-built Hall-effect sensor of the 

brushless electric motor that drives the Mi Electric 

Scooter 3. This sensor was used to obtain the 

rotational speed of the front wheel. 

3.3 Steering angle measurement 

The steering plays a fundamental role in 

controlling the scooter. On our experimental 

scooter, we do not measure the handlebar's angle 

directly. Instead, we use a timing belt and a pair of 

pulleys with a 1:1 transmission ratio, and transfer 

the angular motion to a parallel shaft, making only 
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minimal modifications to the original scooter 

design. A Novotechnik RFD-4021-736-223-411 

sensor is installed on this parallel shaft, which 

measures with 0.352° resolution. 

3.4 Angular position measurement 

As shown in Fig. 1., the spatial orientation of the 

scooter is given by the sequence of rotations: yaw 

ψ, roll φ, and pitch ϑ. The sensor we used provides 

the orientation angles of the frame in accordance 

with this rotation order. The Bosch BNO085 inertial 

measurement unit (IMU) determines the yaw angle 

via a magnetometer related to the Earth's magnetic 

field. The roll and pitch angles are measured based 

on gyroscope with the accuracy of 0.01°. 

4. Detection of the rider’s motion state

To obtain the most detailed and accurate 

understanding of the rider's motion, we equipped 

the scooter with a camera. This allows us to record 

video footage in which the rider’s movement can be 

observed. The USB camera records images at a 

640×480 resolution with 30 fps. From the resulting 

video data, we aim to extract relevant information 

using a neural network-based image analysis. 

Namely, a skeleton model is fitted by the YOLOv8 

algorithm [3], and the center of mass of the rider is 

estimated based on [4] and the detected positions of 

the joints. To evaluate the accuracy of this concept, 

the OptiTrack motion tracking system [5] was also 

used to determine the real joint positions. The 

predictions made by YOLOv8 were then compared 

to these measurements (see Fig. 2.) 

Fig. 2. (a) Snapshot taken with the camera mounted on 

the scooter, (b) Skeleton model generated via 

OptiTrack, (c) Skeleton model predicted by YOLOv8 

model, along with the estimated center of mass. 

Conclusion 

The sensor-equipped scooter (see Fig. 3.) 

provides the opportunity to collect data on the 

movement of the human-scooter dynamic system 

and provides a unique opportunity to map human 

control, even in normal road traffic (see Fig. 4.). 

Fig. 3. The electric scooter equipped with a sensors and 

measurement data collection system 

Fig. 4. Measured time signals, the red point indicates 

the time instant of the camera view. 
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1. Introduction

Driver assistance systems are now a standard

feature in modern passenger vehicles, primarily for 

improving safety and reducing fuel consumption. 

Extending these systems to freight transport is 

essential, particularly when addressing one of the 

most challenging maneuvers, the reversing. 

Reversing a long, articulated truck–semitrailer 

combination is inherently unstable, and requires 

active control to ensure safe maneuvering [1, 2]. 

The effect of steering angle saturation changes 

the dynamical properties of a truck–semitrailer 

combination. In this study, we examine the 

dynamics of a truck–semitrailer reversing maneuver 

and analyze how steering angle saturation affects 

the stability of the autonomous feature proposed for 

reversing a truck–semitrailer. 

2. Mechanical model

To represent the dynamics of the articulated

vehicle, a kinematic model with rigid wheels is 

adopted. The longitudinal speed V of the towing 

vehicle’s rear axle is assumed to remain constant. 

This assumption is accepted in the literature, 

particularly for low-speed maneuvers. The 

configuration is depicted in Fig. 1. The truck and the 

trailer are represented as two rigid rods connecting 

the midpoint of the front F and rear axles R of the 

truck, and the hitch point K and axle T of the trailer, 

giving the so-called single-track model. 

The vehicle combination is actuated exclusively 

through the steering angle δ of the truck’s front axle. 

The motion is described by the vector of state 

variables: 𝐱 = [𝑥R 𝑦R 𝜓 𝜑 𝛿 𝜔]T, where 𝑥R and 𝑦R

denote the positions of the semitrailer’s axle T in the 

global coordinate system, 𝜓 is the yaw angle of the 

truck, and 𝜑 is the hitch angle of the trailer. 

Variables 𝛿 and 𝜔 are introduced in order to 

consider the dynamics of the steering mechanism as 

a PD-controlled one degree-of-freedom system: 𝛿 is 

the steering angle, 𝜔 is the steering rate. The 

governing equations are derived from the kinematic 

constraints: 

𝑥̇R = 𝑉 cos 𝜓 ,  𝑦̇R = 𝑉 sin 𝜓 ,  𝜓̇ =
𝑉

𝑙
tan 𝛿,  (1) 

𝜑̇ = −
𝑉

𝑙𝑙2
(𝑙  sin 𝜑 + (𝑙2 + 𝑎  cos 𝜑)  tan 𝛿),  (2)

and from the dynamics of the steering mechanism: 

𝛿̇ = 𝜔,  𝜔̇ = −𝑝(𝛿 − 𝛿des) − 𝑑𝜔, (3) 

where 𝑝 and 𝑑 are the gains of the lower-level 

steering controller. 

3. Steering angle saturation

The higher-level controller’s duty is to stabilize

the motion along the x-axis by means of the control 

law providing the desired steering angle 

𝛿des(𝑡) = sat(−𝑃𝑦𝑦R(𝑡 − 𝜏) − 𝑃𝜓𝜓(𝑡 − 𝜏)

−𝑃𝜑𝜑(𝑡 − 𝜏)), (4) 

where 𝑃𝑦, 𝑃𝜓 and 𝑃𝜑 are the control gains. The

steering angle of the vehicle has a physical 

limitation. This phenomenon is considered in our 

model by the saturation function, which is smoothed 

near the limitation based on [3]. Saturating the 

steering angle changes the dynamics of the vehicle 

combination fundamentally by causing another 

source of nonlinearities in the system. 

Fig. 1. Mechanical model of the truck–semitrailer 
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Time delay 𝜏 is also considered in the control 

loop, which has relevancy not only for human 

drivers (reactions time), but also for autonomous 

vehicles (e.g. image processing and computation 

time). 

4. Results and validation

Bifurcation diagram representing the nonlinear

effects of the steering angle saturation and 

considering the time delay in the control loop was 

conducted by numerical continuation using the 

Matlab package DDE-Biftool [4]. The results are 

validated on a small-scale test rig, shown in Fig. 2. 

The sensor setup provides high-precision position 

and angle data at 1 kHz sampling frequency. 

Both theoretical and experimental results are 

shown in Fig. 3 via a bifurcation diagram in the 

plane of the control gain 𝑃𝜓 and the amplitude of the

hitch angle 𝜑. Gains related to linearly stable or 

unstable motion (i.e., zero amplitude) are denoted 

by green and red lines, respectively. The results of 

the theoretical calculations (solid lines) show an 

unstable limit cycle above the linearly stable region 

for the applied 𝛿sat saturation value at 𝑃𝜓 = 6,

meaning a subcritical Hopf-bifurcation. However, 

due to the steering angle saturation, the bifurcation 

branch folds back and turns into stable limit cycle. 

This phenomenon also infers the appearance of a 

bistable region, where the actually realized motion 

depends on the magnitude of the perturbation. In the 

high control gain region, a stable limit cycle is 

situated above the linearly unstable region. The 

experimental results (dashed lines) show good 

agreement with the theory. Amplitudes of the stable 

limit cycle match beyond expectations, and the fold 

point at the high gain region, when stable limit cycle 

turns into unstable, is also detected (amplitudes 

blow up). The phenomenon of hysteresis appears as 

relevant jumps in the amplitudes in the linearly 

stable cases (low gain region), however, small 

amplitudes (~3) remain there due to noises and 

other inaccuracies in the experimental setup.  

5. Conclusions

In this paper, the rectilinear reversing of a truck–

semitrailer was investigated using theoretical and 

experimental methods. A formerly designed 

controller, suitable for reversing the articulated 

vehicle was supplemented with saturation on the 

steering angle. The modified dynamics and the 

nonlinear behavior were revealed with bifurcation 

analysis and was verified with small-scale 

experimental results. This study has relevance in 

industry in assisting truck drivers while ensuring 

stability during maneuvering in reverse. 
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1. Introduction

Graphene oxide (GO) is a “two dimensional”

material that contains functional groups such as 

hydroxyl, carboxyl, and epoxy [1]. The oxygen-

containing functional groups facilitate dispersion of 

GO in aqueous solution. GO sheets have a large 

tensile strength and a large specific surface area [2]. 

This provides the motivation to explore the effects 

of graphene oxide GO mixed into cementitious 

composites, in particular because it has been 

reported that GO improves the microstructure and 

mechanical properties [3]. This is setting the scene 

for the present contribution. It is focused on quasi-

isothermal calorimetry for characterization of the 

hydration kinetics, and on uniaxial compressive 

strength tests providing insight into the most 

important mechanical material property in cement 

and concrete research. 

2. Materials and methods

Ordinary Portland cement, GO, and distilled

water are used for paste production. Cement pastes 

with and without GO are produced with an initial 

water-to-cement mass ratio (𝑤/𝑐) of 0.42. The 

dosage of GO is 0.09% by mass of cement. The 

cement paste without GO is referred to as “OPC 

paste”, and the one with GO as “OPC+GO paste”. 

The used GO comes in aqueous solution. Thus, 

part of the mixing water required to reach the target 

𝑤/𝑐 value comes from the GO solution. The amount 

of additionally added distilled water is defined 

accordingly. 

2.1 Quasi-isothermal calorimetry 

Quasi-isothermal calorimetry is carried out at 

20 °C using TAM Air isothermal calorimeter. The 

specimens are mixed outside the calorimeter, in 

order to achieve the high mixing energy required to 

avoid agglomeration of any solid material 

constituents. Right after mixing, the fresh paste is 

inserted into the testing machine. According to the 

producer of the calorimeter, it takes 45 minutes until 

the stable quasi-isothermal conditions are reached, 

which are required for reliable measurements. Thus, 

the heat-release rate resulting from the hydration 

reaction can only be captured from 45 minutes 

onwards. The tests are continued until 24 hours after 

paste production. 

2.2 Uniaxial compressive strength tests 

Strength tests are performed on cylindrical 

specimens. Their diameter and height are equal to 

30 mm and 60 mm, respectively. The destructive 

tests are conducted 1, 2, and 3 days after material 

production. For each cylinder, the uniaxial 

compressive strength is calculated as the maximum 

force sustained by the specimen divided by the 

cross-sectional area. 

3. Results

3.1 Hydration kinetics 

Heat evolution curves follow the typical cement 

hydration profile. They comprise an induction 

period, an acceleration period, and a deceleration 

period. 
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GO alters the cement hydration profile compared 

to the OPC paste. It increases the heat release rate 

during both the induction period and the 

acceleration period. In addition, the main hydration 

peak is reached earlier and it is higher in the 

presence of GO compared to the OPC paste, see 

Fig. 1. Thus, GO accelerates the hydration kinetics. 

This is in agreement with the pertinent literature [2]. 

Fig. 1. Specific heat release rate as a function of 

material age 

3.2 Uniaxial compressive strength evolution 

The uniaxial compressive strength of the OPC 

paste and the OPC+GO paste, respectively, 

increases progressively with increasing material 

age. GO accelerates the early-age strength 

development, see Fig. 2. This is in agreement with 

the pertinent literature [2]. 

Fig. 1. Uniaxial compressive strength evolution 

as a function of material age. 

4. Conclusion

From calorimetry and strength testing, the

following conclusions are drawn: 

1) The maximum heat flow of OPC with

graphene oxide GO is increased by 10 %

compared to OPC. Thus, GO exhibits the so-

called “filler-effect” known from very finely

ground limestone and/or silica powders.

2) The addition of graphene oxide GO with

0.09% mass of cement increases the early-

age strength evolution of the OPC paste.

In the future, the presented experimental 

campaign will be enriched by adding two advanced 

characterization methods: (i) small angle oscillatory 

shear (SAOS) rheometry, in order to study the 

influence of GO on early-age structurization of 

cement paste in its gel-like state, and (ii) hourly 

three-minute creep testing, in order to study the 

influence of GO on the early-age evolution of the 

elastic modulus, the creep modulus, and the creep 

exponent of solid-state cement pastes [4]. 
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1. Introduction

Strain analysis is of particular importance in

experimental mechanics. For the measurement of 

very small strains, strain gages are often used due to 

their outstanding precision and accuracy. Thus, the 

calibration of strain gages (gage factor 

determination) is to be done considering high 

requirements [1]. Therefore, a four-point bending 

setup is suitable due to the clear defined strain 

distribution in the analyzing section, where the 

strain gages are applied [2]. The determination of 

the test strain is of particular importance here. In this 

contribution, two different measurement methods – 

using displacement transducers and 3D digital 

image correlation (DIC) – are applied for the 

determination of the test strain and compared. The 

DIC strain evaluation used here deviates from the 

method based on spline approximation of the 

displacements or coordinates, given, e. g., in [3]. 

2. Experimental setup and procedure

The test setup includes a four-point bending

loading device, following [1], cf. Fig. 1. The force 

𝐹 is applied by a load application traverse and 

rollers to the specimen, which is designed as a 

narrow bending beam, made of aluminum (EN AW-

6082, 2020320, 𝑤×ℎ×𝑙 in mm). Furthermore, the 

specimen is supported by rollers, which are 

connected to a supporting structure. The four-point 

bending device is implemented in a 100 kN 

ZwickRoell testing machine. Four strain gages (two 

at the top, two at the bottom) of the type HBM/HBK 

1-LY43-6/350 are applied in the analyzing section

between the load application. Incremental

displacement transducers (Heidenhain MT2571,

contact measuring system) and a 3D DIC system

(GOM Aramis 4M, adequate speckle pattern and

measuring volume required) are used for the

determination of the test strain 𝜀𝑡 in 𝑥-direction.

Loading is carried out with a traverse speed of 

1 mm/min and a maximum force 𝐹max ≈ 3 kN.

Fig. 1. Four-point bending test setup. 

3. Strain and gage factor determination

Based on the constant curvature (circle arc) in

pure bending, the test strain 𝜀𝑡 at the bottom side of

the specimen is determined taking into account the 

height ℎ, the distance between the displacement 

transducer tips 𝑎 and the averaged deflection 

(displacement) differences 𝑝, cf. Fig. 2: 

𝜀𝑥 𝑡 = 𝜀𝑡 =
ℎ

𝑎2

𝑝
+𝑝−ℎ

(1) 

Furthermore, using DIC, the test strain is calculated 

by approximating the DIC displacement data 𝑢𝑦

with a circular arc fit. Using the resulting curvature 

radius 𝜌, the strain 𝜀𝑥 on the front and the test strain

𝜀𝑡 at the bottom side are defined by:
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𝜀𝑥(𝑦) = −
𝑦

𝜌(𝑦)+𝑦
→ 𝜀𝑥 𝑡 = 𝜀𝑡 =

ℎ

2[𝜌(𝑦)+𝑦]
. (2) 

Additionally, on the basis of 𝜀𝑡 and the bridge

output 𝑉out/𝑉in (quarter bridge), the gage factor 𝑘
is determined, cf. Eq. (3). The relative gage factor 

deviation ∆𝑘/𝑘0 (relative deviation of the

determined gage factor from the value of the data 

sheet 𝑘0 = 2.11) is then calculated by:

∆𝑘

𝑘0
=

𝑘−𝑘0

𝑘0
, with 𝑘 = 4

𝑉out/𝑉in

𝜀𝑡
. (3) 

Fig. 2. Bending deformation, test strain determination. 

4. Results

In the strain vs. force diagram for a

representative test example shown in Fig. 3, good 

agreement of the strain results at the bottom of the 

specimen using the different methods is 

demonstrated (𝜀𝑡 by displacement transducers, DIC;

𝜀𝑆𝐺  by strain gages using 𝑘0 – averaged for the two

strain gages at the bottom). 

Fig. 3. Strains vs. force 𝐹 using different methods for 

strain determination. 

This is also directly reflected in the gage factor 

results. In Fig. 4, the relative gage factor deviation 

vs. the force is shown for the test example using the 

methods presented. Good agreement between the 

test strain determination methods with maximum 

deviations of |∆𝑘/𝑘0| ≈ 1 % is observed at the

higher loads (> 800 N). Furthermore, very good 

matching of both strain gage signals is 

demonstrated. Test series have shown, that good 

displacement transducer results are only achieved, 

as long as the surface quality of the contact area is 

high (disadvantage of the contact to the specimen). 

a)

b)

Fig. 4. Relative gage factor deviation ∆𝑘/𝑘0 vs. force 𝐹,

a) based on displacement transducers, b) based on DIC.

5. Conclusions

Precise strain analyses were carried out in a four-

point bending calibration test setup for strain gages. 

The determined test strains using displacement 

transducers and 3D DIC show good agreement 

between the two methods and with the strain gage 

values (using 𝑘0). Thus, good results are obtained

for the gage factor (with limitations using 

displacement transducers) demonstrated by small 

relative deviations from the data sheet value, which 

are within the tolerance range of the strain gages. 
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1. Introduction

Tape springs are thin, cylindrical shells that have

versatile usage, ranging from simple measuring 

tapes, through clockwork springs, up to space 

antennas, hinges and self-deploying structures. 

They provide easy and compact storage, yet they 

can be extended to be used as beam-like load 

bearing elements. Under opposite-sense bending 

load they can easily lose their stability in a snap-

through phenomenon. Although the same-sense 

bending theoretically also results in a snap-through, 

experience shows that this cannot be realized as a 

torsional buckling mode emerges earlier. The usual 

applications make use either of their storability 

[1,2], the snap-through phenomenon [3], or the 

propagating moment, as it provides a practically 

constant [4], curvature-independent bending 

characteristic. Although they can be used as load 

bearing construction elements, their stability under 

compressive loads (their buckling behavior) was not 

analyzed. To plan measurements later, it was 

necessary to perform preliminary investigations to 

examine the expected behavior of these shell types. 

2. Modeling methods

As a first step of the research, an extensive finite

element analysis was performed on an arbitrary 

geometry to investigate the possible modes of 

stability loss. The finite element model is shown in 

Fig. 1. In its essence it corresponds to the basic 

Eulerian pinned-pinned boundary conditions, 

without restricting the torsion of the shell. The end 

cross-sections of the beam are not allowed to 

deform; their degrees of freedom are kinematically 

coupled to the reference nodes. As in a real scenario 

it is hard to accurately center the load to the cross-

section centroid, the effect of the load position was 

also investigated. The reference nodes were 

simultaneously moved around in the 𝑥 − 𝑦 plane on 

a grid shown in Fig. 2, and the buckling analysis was 

performed with a z directional, 1N compressive 

load. The first 10 eigenvalues were extracted in the 

0-300 range.

Fig. 1. The FE model and the load case 

Fig. 2. The reference node locations and shell cross-

section geometry 
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As the beam is prone to the local buckling of the 

cross-section, a nonlinear analysis was also 

performed on the shell with the same boundary 

conditions. For a stable simulation, the loading 

force was removed and replaced with a compressive 

displacement load. 

3. Results

The results of the linear buckling analysis for the

case when the reference nodes coincide with the 

cross-section centroid of the beam are shown in Fig. 

3. Unexpectedly, the first three modes of stability

loss include torsion, and only the fourth is the

thoroughly investigated bending mode.

Fig. 3. The first four linear buckling modes when 

the shell is loaded through the centroid 

The nonlinear solution led to a local buckling of 

the cross-section for every loading point, except for 

the centroid. The extracted critical force value was 

identified as the peak compressive load that the shell 

can withstand. To find the lowest critical force for 

each location, the first eigenvalue was plotted 

together with the results of the nonlinear 

simulations in Fig. 4. 

Fig. 4. Critical force values across the cross-

section plane for both calculation methods 

4. Conclusions

It was found that the critical force and the

buckling mode may significantly be affected by the 

location of load. It was shown that both linear 

buckling and nonlinear simulations must be 

performed to find the expected critical force map if 

it cannot be guaranteed that the loading force is 

located at the cross-section centroid. 
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1. Introduction

Soft robotics has emerged as one of the most

promising and rapidly evolving fields within 

robotics research. Unlike traditional rigid systems, 

soft robots are composed of highly compliant 

materials such as elastomers, allowing them to 

interact with their surroundings in more adaptable, 

safer, and biologically inspired ways [1]. Soft 

robotics also presents an opportunity to rethink 

actuation and control. Instead of relying on rigid 

mechanical linkages and electric motors, many soft 

robots utilize pneumatic actuators that mimic 

biological muscle behavior [2,3]. Combined with 

cost-effective fabrication techniques, like molding, 

3D-printing, and laser cutting, these technologies 

make soft robotic systems increasingly accessible.  

However, the highly nonlinear mechanical 

behavior of soft (rubberlike) materials coupled with 

complex fluid-structure interactions during 

pneumatic actuation presents significant challenges 

in design optimization. To address these, the 

optimal robot structure can be achieved through 

iterative finite element (FE) simulations. 

This contribution presents the analysis of the 

mechanical behavior of laser-cut, pneumatically 

actuated soft robotic structures through 

experimental characterization and finite element 

simulations. By examining the mechanical response 

of different structural geometries and material 

compositions, the study contributes to a broader 

understanding of how soft robots can be used more 

effectively and widely in the future. 

2. Robot layout, fabrication

For the analysis a PneuNet Bending Actuator

was adopted based on the design description of the 

SoftRobotics Toolkit design library [3,4]. The soft 

robot structure (see Fig. 1.) consists of a series of 

channels and chambers inside an elastomer, which 

are inflated during pressurization and thus, creating 

the actuation. In this study, three base shapes 

(rectangle, triangle, ellipse) were manufactured, 

with two different line densities (high and low) for 

each shape.  

Fig. 1. Robot shapes with various line densities 

The actuators were fabricated using laser-cut 

acrylic molds, for which an automated SVG shape 

generation tool was developed in Python to create 

the different actuator geometries with adjustable 

parameters.  The bottom part of the actuator was 

cast from Elastosil M4601 material, while for the 

top (inflatable) part Ecoflex 00-30 and 00-50 two-

component silicones were applied, thus altogether 

12 robot variations were fabricated. After molding 

and degassing in a vacuum chamber, the specimens 

were cured in a drying oven. After that, the top and 

bottom parts of the soft robot structures were glued 

together using silicone adhesive.  

3. Experimental investigation

The actuation of the soft robots was performed

an Arduino-based pneumatic control board with 

pressure levels of  𝑝 = 35 kPa and 𝑝 = 50 kPa 

adjusted for Ecoflex 00-30 and 00-50, respectively. 

The deformation of the soft robots was analyzed 

with image processing methods using Motion 

Tracker Beta [5] software. As a result of the 

deformation analysis, the relation of the total 

bending angle 𝜃(𝑝), and the bending trajectory of 

the end point 𝜸(𝑝) = [𝑥(𝑝) 𝑦(𝑝)]𝑇 was

determined.  
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4. Material characterization

The material behavior of the Ecoflex and

Elastosil materials can be described using Ogden’s 

incompressible hyperelastic model, where the 

corresponding strain energy function is expressed 

using the Abaqus [6,7] formulation, as 

𝑈Ogden = ∑
2𝜇𝑖

𝛼𝑖
2 (𝜆1

𝛼𝑖 + 𝜆2
𝛼𝑖 + 𝜆3

𝛼𝑖 − 3)

𝑁

𝑖=1

(1) 

where the corresponding material parameters 𝜇𝑖 and

𝛼𝑖 were determined using experimental data, which

were acquired from uniaxial tensile and 

compression using an Instron 3345 Single Column 

Testing System equipped with a 5kN load cell.  

5. Finite element simulations

For the numerical simulation of the actuation

process a full 3D FE model is built in Abaqus 

(version 2022) [7] using C3D8RH elements with 

hybrid formulation. The simulation was conducted 

in an automatic Python environment enabling  the 

evaluation of various model parameters. The fluid-

structure interaction of the chamber inflation was 

modelled using the Fluid Cavity Interaction 

approach with an incompressible gas model. During 

the inflation, the hyperelastic instability led to 

numerical convergence problems (i.e. the balloon-

inflation problem [6]). To resolve this problem, the 

FE-simulations were performed using the arc-length 

method (RIKS analysis).  

Fig. 2. Actuation (inflation) measurement and the finite 

element simulation of the soft robot actuation  

6. Results

The comparison of the FE-simulation and the

measurement results showed good agreement (see 

e.g. Fig. 3), indicating that the proposed material

model and FE simulation approach are adequate for

the analysis of such soft robot structures. Moreover,

the results also revealed that both the robot shape

and the line density significantly affect the maximal

bending angle, and the end-point trajectory during

actuation.

Fig. 3. The comparison of the image processing and 

simulation results of the end-point trajectory for a 

rectangular specimen with high line density made from 

Ecoflex 00-50 material 

Fig. 4. The comparison of bending angles of the 

different robot shapes with high line density made from 

Ecoflex 00-50 material 
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1. Introduction

Gait stability is vital in musculoskeletal health,

directly influencing quality of life. Nonlinear met-

rics such as entropy and fractal dimension enhance 

understanding of gait stability beyond traditional 

measures, thus improving diagnostic and physical 

therapy assessments. Entropy metrics measure the 

regularity of time-series data as a number between 

0 and 2, with lower values signifying a more regular 

series. Fractal dimension quantifies the complexity 

and self-similarity of time-series data.  

This study aimed to determine which input vari-

able values influence approximate entropy (ApEn), 

sample entropy (SampEn), and Higuchi’s fractal di-

mension (HFD) parameters’ effectiveness for eval-

uating the stability of various individuals. 

2. Materials and methodology

Eighty-one participants (ages 14–84, weights

43–124 kg, heights 149–189 cm) performed self-

paced walking trials on an instrumented treadmill; 

ten were healthy and 71 had spinal or lower limb 

orthopaedic issues. Self-paced treadmill walking 

was recorded on an instrumented Zebris FDM-

THM treadmill (Zebris Medical GmbH) for 2 

minutes after a 5-minute accommodation to estab-

lish a stable gait. The trials were recorded with a 

sampling frequency of 100 Hz. 

The recorder ground reaction force data enabled 

calculation of centre of pressure (CoP) coordinates 

during the recorded time interval in both the antero-

posterior (AP) and mediolateral (ML) directions. 

The coordinates were filtered with a zero-phase 6th-

order Butterworth filter with a cut-off frequency of 

20 Hz. Since the trials were self-paced, participants 

walked at different speeds, leading to variations in 

the number of gait cycles. To eliminate the impact 

of varying gait cycle count on the analysed nonlin-

ear metrics, each measurement was standardised by 

trimming and resampling to 45 gait cycles, equiva-

lent to 4500 data points. 

ApEn values were calculated using the corre-

sponding function from the MATLAB Predictive 

Maintenance Toolbox. The calculation required de-

fining an embedding dimension (𝑚), a time delay 

(𝜏), and a similarity criterion radius (𝑟), expressed 

as a percentage of the time series' standard deviation 

(STD) [1]. 𝜏 values were estimated using Average 

Mutual Information (AMI), selecting the first local 

minimum of AMI as the lag. 𝑚 was then estimated 

using the False Nearest Neighbour (FNN) algo-

rithm. 

After estimating and selecting the collective em-

bedding dimension and time delay values, the effect 

of 𝑟 was examined through iteration. In each direc-

tion, for every participant, the ApEn values were 

calculated for every 2% of the STD at a 2–100% in-

terval for the similarity radius. 

SampEn, a data-length-independent modifica-

tion of ApEn, required the same 𝑚 values but no 𝜏 

[2]. With the 𝑚 values already selected, 𝑟 was de-

termined using the same iterative method. The final 

variable values can be found in Table 1. 

Table 1. Determined input variables for the calculation 

of ApEn and SampEn. 
Parameter m [-] τ [-] r [% of STD] 

AP ApEn 4 19 20 

ML ApEn 4 26 15 

AP SampEn 4 - 20 

ML SampEn 4 - 10 

HFD values range from 1 to 2, where 1 corre-

sponds to a straight line and 2 to a line that is so 

complex that it fills the area of a two-dimensional 

plane [3]. Calculation requires defining the maxi-
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mum number of sub-series composed of the original 

time series, herein referred to as 𝑘max [4]. HFD val-

ues were calculated for all participants on an inter-

val of 4–200, in increments of four. HFD values 

reached their plateau around a 𝑘max of 60 in the AP

and a 𝑘max of 120 in the ML directions. All compu-

tational procedures, including parameter tuning 

were executed using MATLAB (The MathWorks 

Inc., Version R2023a). 

3. Results

The purpose of the study was to investigate how

the choice of input variables influences nonlinear 

metrics and their applicability to assessing gait sta-

bility. After providing a coherent method for calcu-

lating these metrics, it was important to evaluate 

how parameter tuning impacts the obtained results. 

To analyse these effects, another intentionally 

off-tuned dataset was created with respect to the in-

put parameters. Since most parameter values level 

out beyond certain input thresholds, further in-

creases would result in minimal variation. There-

fore, for calculating the off-tuned data set, much 

smaller input values were used than those originally 

determined. For the entropy-based metrics (ApEn 

and SampEn) the 𝑟 was set to 5% of the STD (both 

Ap and ML). In the case of the HFD, a 𝑘max value

of 20 was used. 

Comparisons between well- and poorly tuned 

datasets were conducted visually and statistically. 

For the visual method, we examined CoP trajecto-

ries of participants with the lowest and highest pa-

rameter values under each tuning condition. The sta-

tistical approach compared distribution shapes and 

outlier counts across calculation methods to deter-

mine tuning effects. 

Visual inspection of CoP trajectories at entropy 

extremes showed that tuned AP ApEn clearly differ-

entiated between participants: low values linked to 

short, irregular steps; high values to long, regular 

cycles. Similarly, higher ML ApEn values were usu-

ally paired with trajectories that had maintained a 

constant width. Poor tuning blurred these distinc-

tions, producing heterogeneous trajectories and un-

dermining interpretability. SampEn proved largely 

insensitive to tuning: extreme-value trajectories re-

tained their shapes but overlapped across methods. 

HFD’s fractal dimensions also distinguished gait 

types regardless of 𝑘max, although overlaps per-

sisted. Only with tuned inputs in the ML HFD did 

the end-value trajectories diverge more clearly, with 

high values corresponding to more consistent step 

widths. 

Statistical comparison of tuned versus off-tuned 

datasets showed that AP and ML ApEn distributions 

moved closer to normal when tuned, and AP ApEn’s 

outliers disappeared, improving data processability. 

SampEn showed mixed effects: tuned AP SampEn 

lost outliers but became less normal, while 

ML SampEn gained fewer outliers and retained 

near-normality. Tuning did not improve AP HFD’s 

distribution, but ML HFD became slightly more 

normal and cut outliers from three to two, hinting at 

a modest benefit. 

4. Conclusions

The present study aimed to find suitable calcula-

tion methods for ApEn, SampEn, and HFD as these 

nonlinear metrics lack standardized reference val-

ues for gait stability evaluation. The various input 

variables of these metrics were tuned specifically on 

data gathered from gait, and the effects of the tuning 

were determined via comparison with a purpose-

fully badly tuned dataset. The comparisons showed 

the large effect that input variable choice has on the 

final values and that the tuning had successfully re-

sulted in values suitable for evaluating gait stability. 

The dataset incorporated a heterogeneous popula-

tion, including both healthy participants and those 

with various musculoskeletal disorders, covering a 

broad range of age groups, weights, and heights. 
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1. Introduction

The paper proposes a combined method for the

mechanical properties assessment of composite 

materials based on the analysis of the internal 

dynamics of raw data from uniaxial tensile tests. 

Determination of the Kolmogorov-Sinai (K-S) 

metric entropy from the recorded data enables to 

find the tensile strength of materials. A correctness 

of the methodology proposed was verified by the 

full-filed DIC measurements. The main aim of this 

research is to present the combination of two 

different research methods: classical, analytical 

determination of K-S entropy on the basis of 

measurement data captured from uniaxial tensile 

tests and optical full-field displacement 

measurements collected by means of digital image 

correlation technique. 

2. Materials and Methods

The material tested was a glass fibres based

thermoplastic Elium acrylic. Elium 150, acrylic 

resin was developed and provided by the chemical 

group ARKEMA.  The glass transition temperature 

of Elium 150 is around 105°C (𝑇𝑔 = 105°𝐶). The 

resin contains an acceleration agent (acrylic 

monomer) for activating the catalyst that causes a 

reaction of polymerization at ambient temperature. 

A bidirectional glass fibres fabric provided by 

Chomarat Textiles Industries were used as the 

reinforcement. The material consisted fibres 

intersecting themselves in the warp and weft 

directions. The fabric has the same properties along 

both these directions. The repetition period of the 

fabric pattern is 𝑇 = 7.8 𝑚𝑚 and its fabric mass area 

(surface density) is close to 𝑑𝑠 = 600 𝑔/𝑚2. More 

details of this material can be found in [1]. Since the 

composite containing of plain weave woven had the 

identical mechanical properties in the warp [0°] and 

weft [90°] directions, only two orientations, 

representing two different cases were selected in 

this study. The first group of rectangular-shaped 

specimens of 200 × 50 × 2.5 mm (Fig. 1) was cut 

out along the fibres direction, while the second one  

along direction inclined by an angle of 45° with 

regard to that of the fibres one. 

Fig. 1. Reinforcing fibres configurations in specimens 

tested. 

A degree of physical and chemical processes’ 

irreversibility is always expressed as a positive 

numerical value with the increase of entropy. 

According to Boltzmann, the entropy of the 

macroscopic state S is proportional to the 

thermodynamic probability. The relationship 

between statistical mechanics and chaos theory is 

reflected in the concept of the Kolmogorov-Sinai 

metric entropy [2, 3]. At the same time, 

Kolmogorov relied on the concept of statistical 

information proposed by Shannon [4], who 

describes the transmission of telecommunications 

signals. In this paper, the Kolmogorov-Sinai metric 

entropy for a discrete probability distribution is 

expressed by the formula: 

𝑆 = −∑𝑝𝑖

𝑁

𝑖=1

𝑙𝑛𝑝𝑖 (1) 

where: N - the number of sub-intervals into which 

the data set of measurement results was divided; pi 
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- the probability of the results in i interval, (whereby

by definition ,0ln pp  if p = 0). 

If the sub-intervals are equal ( 1/Npi =  for every 

i), then the entropy is expressed by the formula 

lnNS= taking the maximum value, which 

represents a specific number. On the other hand, if 

it is known that the results fall within one particular 

range, then the metric entropy will take the 

minimum value of S = 0, because 1pi = . 

3. Results and Discussion

Figure 2 presents the uniaxial tensile curves for

both specimen types, in conjunction with selected 

images obtained from the DIC optical method. 

Fig. 2. Tensile curve in combination with K-S entropy 

diagram and DIC images as a function of measuring 

points for specimens 1 (top chart) and 2 (bottom chart). 

The selection was made from approximately 1,000 

images recorded for each specimen during the test. 

Stress, strain and DIC images were assigned to the 

successive measurement points. It was observed, 

that the specimen 1 is able to transfer stress more 

than twice as high as the specimen 2. Such 

behaviour of the material was related to the different 

location of the reinforcing phase fibres in relation to 

the direction of the tensile force. Deformation of the 

specimen 2 composite structure occurred at a much 

earlier deformation stage than in specimen 1. Also, 

the K-S entropy fluctuations of the nominal stress 

measurement data are more intense for this 

specimen. Moreover, the local minimum entropy 

correlates with the results elaborated on the basis of 

DIC images. A comparison of the ultimate tensile 

strength (UTS) values obtained by using different 

techniques was presented in Table 1.  

Table 1. Comparison on ultimate tensile strength values 

obtained by using different techniques 

Ultimate tensile strength [MPa] 

Specimen 1 Specimen 2 

DIC 476 173 

Extensometer 479 173 

Entropy 476 173 

The excellent agreement of these values indicates a 

great suitability and high accuracy of K-S entropy 

approach in determination of UTS. More details of 

this research can be find in [5]. 

4. Conclusions

Combination of the calculated K-S entropy and

DIC measurements makes it possible to reflect basic 

phases of the tensile curve and objectively evaluate 

the selected mechanical properties of the composite 

material tested. 

With regard to the composite in question, the 

proposed research methodology enabled 

determination of the correlation between the 

location of the reinforcing phase architecture in the 

matrix in relation to the load direction and 

deformation. 
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1. Introduction

The main goal of this study is to quantify the

effect of temperature on Mode I fracture toughness 

for a ductile adhesive. Later, this set of material 

parameters was used to simulate a Double 

Cantilever Beam (DCB) sample with various shapes 

of Traction-separation models to better capture the 

gradual failure of the adhesive under different 

thermal operating conditions. 

2. Experiments

To describe the adhesive in its simplest form, we

need a set of material parameters which are 

summarized in Table 1; the methodology for 

obtaining all of the specified parameters was in 

detail described in [1]. These are applicable 

primarily for brittle adhesive. 

Table 1. Parameters for complex numerical simulation 

of brittle adhesive 

Zone 

name 
Parameter Symbol Unit 

Elastic 

Young’s modulus 𝐸 [Pa] 

Poisson’s ratio 𝜐 [-] 

Shear modulus 𝐺 [Pa] 

Initiation 

of 

Fracture 

Tensile  failure 

strength 
𝜎𝑓
𝑇

[Pa] 

Shear failure 

strength 
𝜏𝑓 [Pa] 

Tensile failure 

strain 
𝜀𝑓
𝑇 [-] 

Crack 

Propagati

on 

Strain energy 

release rate for mod 

I 

𝐺𝐼 [Jm-2] 

Strain energy 

release rate for mod 

II 

𝐺𝐼𝐼 [Jm-2] 

To simplify the process in modelling same 

material parameters were used for modelling ductile 

adhesive with expansion to different traction-

separation shapes. Araldite 2015 A+B was chosen 

as a representative of a ductile adhesive. 

Mode I fracture toughness was evaluated by 

performing a DCB test which was chosen as a most 

suitable method [2]. Experiments were performed 

on a universal testing machine with a thermal 

chamber. 

Temperature dependence of adhesive was 

evaluated in a range of negative and positive values 

of Celsius, with the highest one exceeding the glass 

transition temperature value. Before the experiment 

itself the samples were tempered to the desired 

temperature. 

2.1 DCB Sample 

During the loading of the DCB specimen with a 

constant crosshead rate, the crack growth has to be 

stable and no excessive bending with large plastic 

defamation should occur in adherends. For this 

purpose, numerical simulation of DCB samples 

were first analyzed to better choose the adherends 

material and thickness based on the approximation 

of material parameters in literature [3]. Based on 

that and by experimental verification samples were 

fabricated from two prismatic aluminums (EN AW-

2024 T3) strips with thickness of 1.6 mm.  

The constant thickness and alignment of the 

whole sample were ensured by use of several molds 

designed for this purpose. Geometry and 

dimensions of the sample are apparent from Fig. 1 

where all of the values presented are in mm. 

51

http://www.orcid.org/0009-0003-8975-2865
mailto:horakl@kme.zcu.cz
http://www.orcid.org/0000-0002-2805-1542
mailto:krystek@kme.zcu.cz
https://doi.org/10.46793/41DAS2025.051H


Fig. 1. Geometry of DCB sample [1]. 

2.2 Evaluation 

For the evaluation of the strain energy release 

rate for mod I, the Modified Beam Theory reduction 

method was used as 

𝐺𝐼 =
3𝑃𝛿

2𝐵(𝑎+|∆|)
. (1) 

Correction factor 𝑁 was used on the compliance 𝐶 

and on the strain energy release rate 𝐺𝐼 to capture

the stiffening of the adherends due to use of block 

for load distribution. The crack length 𝑎 was 

visually observed and measured from synchronized 

photographs taken during measurement. Force 𝑃 

was measured with a load cell and load point 

displacement 𝛿 with extensometer. 

3. Simulations

All of the mechanical data of the adhesive was

used for numerical simulations of DCB samples. 

These were performed with a study of traction-

separation shapes. Some basic shapes were tested, 

as seen in Fig. 2, including bilinear, trilinear, 

parabolic, and exponential shapes as suggested in 

[4]. 

Fig. 2. Different forms of the traction-separation law. 

For the purpose of easily defining the Traction-

separation shape and future extension of the model 

the user material definition VUMAT was defined in 

finite element analysis software Abaqus. 

4. Conclusions

In this work, the influence of temperature on

Mode I fracture toughness of a ductile adhesive was 

studied, with a study of different traction-separation 

shapes to better capture adhesive degradation. 

Acknowledgments 

Work was supported by the project SGS-2025-

015 of the University of West Bohemia. 

References 

[1] Horák, L., Krystek, J. Methodology and

Determination of Parameters for Modeling Brittle

Adhesive. In Proceedings of the EAN 2024 - 62nd

International Conference on Experimental Stress

Analysis, Boží Dar, 4-6 June, 2024;

[2] Banea, M.D., da Silva, L.F.M. Adhesively bonded

joints in composite materials: An overview. In

Proceedings of the Institution of Mechanical

Engineers, Part L: Journal of Materials: Design and

Applications, 2016, 223(1), pp. 1–18;

[3] Campilho, R.D.S.G., Pinto, A.M.G., Banea, M.D.,

Silva, R.F., da Silva, L.F.M. Strength Improvement

of Adhesively-Bonded Joints Using a Reverse-Bent

Geometry. Journal of Adhesion Science and

Technology, 2011, 25(18), pp. 2351–2368;

[4] Dogan, F., Hadavinia, H., Donchev, T., Bhonge, P.,

Delamination of impacted composite structures by

cohesive zone interface elements and tiebreak

contact. Central European Journal of Engineering,

2012, 2(4), pp. 612–626;

52



INVESTIGATION OF RESIDUAL STRESS EVOLUTION DUE TO CYCLIC 

LOADING BY YIELD SURFACE TRACKING 

Radim HALAMA1, Michal KOŘÍNEK2, Jiří ČAPEK3, Karel TROJAN4,, Radim PETKOV5, Adam 

GLADIŠ6, Jiří HAJNYŠ7, Nikolaj GANEV8 

1 0000-0002-3546-4660, VŠB-Technical University of Ostrava, 17. listopadu 2172/15, Ostrava-Poruba, 

Czech Republic, E-mail: radim.halama@vsb.cz 
2 0000-0001-5108-7909, VŠB-Technical University of Ostrava, 17. listopadu 2172/15, Ostrava-Poruba, 

Czech Republic, E-mail: michal.korinek@vsb.cz 
3 0000-0002-0695-0619, Czech Technical University in Prague; Trojanova 13, 120 00 Prague, Czech 

Republic, E-mail: jiri.capek@fjfi.cvut.cz 
4 0000-0001-9530-2586 Czech Technical University in Prague; Trojanova 13, 120 00 Prague, Czech 

Republic, E-mail: karel.trojan@fjfi.cvut.cz 
5 VŠB-Technical University of Ostrava, 17. listopadu 2172/15, Ostrava-Poruba, Czech Republic, E-mail: 

radim.petkov.st@vsb.cz 
6 VŠB-Technical University of Ostrava, 17. listopadu 2172/15, Ostrava-Poruba, Czech Republic, E-mail: 

adam.gladis.st@vsb.cz 
7 0000-0002-9228-2521, VŠB-Technical University of Ostrava, 17. listopadu 2172/15, Ostrava-Poruba, 

Czech Republic, E-mail: jiri.hajnys.st@vsb.cz 
8 0000-0002-3275-0207, Czech Technical University in Prague; Trojanova 13, 120 00 Prague, Czech 

Republic, E-mail: nikolaj.ganev@fjfi.cvut.cz 

1. Introduction

Additive manufacturing (AM) technologies,

particularly Selective Laser Melting (SLM), enable 

the production of complex metallic parts directly 

from powder. SLM, a powder bed fusion process, 

builds components layer-by-layer using a focused 

laser source. However, the inherent thermal 

complexity of the process, characterized by rapid 

heating and cooling cycles, leads to the formation of 

significant residual stresses (RS). The magnitude 

and distribution of these stresses are highly sensitive 

to process parameters such as laser power, scanning 

speed, and scanning strategy [1]. Within the context 

of AM, the most critical of these are macroscopic 

residual stresses, which can severely impact the 

structural integrity and fatigue life of as-built 

components.  

This work investigates the reduction of these 

stresses by applying the yield surface tracking 

technique, an approach traditionally used for 

studying plastic anisotropy, implemented on an 

axial-torsional testing machine [2]. 

2. Material and methodology

The investigated material is Inconel 718, a

precipitation-strengthened nickel-based superalloy 

containing elements such as Nb, Ti, and Al. When 

produced by SLM, its as-built microstructure is 

typically heterogeneous, characterized by columnar 

grains, fine dendritic structures, and the presence of 

interdendritic Laves phases [3]. This complex 

microstructure is a primary contributor to the high 

residual stresses observed in as-built components. 

For this study, tubular thin-walled specimens 

were produced by the SLM process. The specimens 

were built in a vertical orientation using virgin 

powder and were tested in their as-built condition, 

without any post-process heat treatment.  

The specimen geometry is based on the standard 

for low-cycle fatigue testing. Due to the nature of 

the AM process, the final dimensions deviated 

slightly from the nominal design. The actual 

measured dimensions of the gauge section were an 

inner diameter of 11.3 mm, an outer diameter of 

13.9 mm, and a length of 28 mm. 

2.1 Yield surface tracking 

The evolution of residual stresses was 

investigated using a yield surface tracking method 

with a defined center point. The tubular geometry of 

the specimens allowed for the precise application 

and control of combined axial-torsional stress 

states, which is a prerequisite for this technique. 

All experiments were conducted under stress 

control. The combined axial-torsional stress paths 

were defined by a specific angle, ψi, which governs 

the ratio of the stress rates. The sequence of the 16 

applied loading paths is shown in Fig. 1.  

The component stress rates, axial (𝜎̇) and torsional 

(𝜏̇), were defined as: 

𝜎̇ = 𝜎̇𝑒𝑞𝑣 ∙ 𝑐𝑜𝑠𝜓𝑖 , 𝜏̇ = 𝜎̇𝑒𝑞𝑣
𝑠𝑖𝑛𝜓𝑖

√3
, (1) 
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where the equivalent stress rate (𝜎̇𝑒𝑞𝑣) was set to a

constant 1 MPa/s for each probing path. The 

unloading phases were performed at a faster rate of 

10 MPa/s to reduce the total experiment time.  

Fig. 1. Scheme of the loading paths applied during one 

yield surface tracking stage.  

2.2 X-ray Diffraction Analysis 

The evolution of the stress state was monitored 

using X-ray diffraction. Macroscopic residual 

stresses in both the axial and tangential (hoop) 

directions were determined using the conventional 

sin²ψ method. The measurements were performed at 

discrete points around the specimen's circumference 

at 30° intervals. To ensure a direct comparison, the 

irradiated spots were kept identical for all 

measurement steps: in the initial as-built state and 

after each of the three subsequent yield surface 

tracking stages. The size of the primary X-ray beam 

was defined by 4×0.5 mm² crossed slits. 

In addition to the macroscopic stresses, the 

collected diffraction patterns were analyzed to 

extract key microstructural information. The 

stresses correspond to the γ-phase, which is the 

dominant component of the alloy. This included 

phase analysis to quantify the weight fraction of the 

constituent crystallographic phases. For the primary 

γ-phase, the analysis showed the evolution of 

crystallite size (D), microstrain (e), and the 

corresponding dislocation density (ρ). These 

parameters provide insight into the microstructural 

changes accompanying the mechanical relaxation of 

the residual stresses.  

3. Results

The experimental results, graphically 

summarized in Fig. 2, confirm the effectiveness of 

the yield surface tracking method for residual stress 

reduction. The as-built specimen initially contained 

a high tensile stress state, with axial (σA) and 

tangential (σT) components of 673 MPa and 

210 MPa, respectively. This corresponds to a von 

Mises equivalent stress (σeqv) of approximately 

600 MPa. 

The most significant stress relaxation occurred 

during the first of the three tracking stages, which 

alone reduced the equivalent stress by 67%. The 

subsequent two stages provided further, more 

gradual reductions. After the completion of all three 

stages, the final equivalent residual stress was 

lowered to 141 MPa. This constitutes a total 

reduction of over 76% from the initial as-built state, 

with the final axial and tangential components 

reaching stable values of 158 MPa and 49 MPa. 

Fig. 2. Reduction of residual stress components as a 

function of the number of yield surface tracking stages. 

The secondary axis indicates the percentage of the 

initial equivalent stress. 

4. Conclusions

The key contribution of this work is the novel

application of the yield surface tracking technique, 

typically used for anisotropy studies, as an effective 

method for mechanical stress relaxation in as-built 

SLM Inconel 718. The method achieved a 

substantial reduction of more than 76% of the initial 

high residual stresses. The research also includes the 

development of a corresponding numerical 

simulation and the characterization of the material's 

cyclic response with a combined Chaboche-Voce 

model. This integrated experimental-numerical 

approach paves the way for a comprehensive 

simulation of the entire manufacturing and stress 

relaxation process. 
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1. Introduction

Determining the load capacity of machine parts

used in the transport of heavy profiles is a 

challenging, but also very responsible task for any 

engineer. This process requires a detailed analysis 

of loads, deformations and critical points where 

local damage or system failure can occur. In 

modern mechanical practice, the application of the 

finite element method (FEM) is becoming an 

indispensable tool due to its precision in predicting 

the behavior of materials, as well as the ability to 

quickly and efficiently vary geometry and 

boundary conditions [1,3]. FEM enables the 

simulation of real working conditions of the 

structure with minimal costs of experimental 

testing, which gives engineers wider possibilities 

in optimizing structural solutions. The load-bearing 

capacity of steel profiles is influenced by a number 

of parameters, among which the choice of material 

[4], the method of support and stiffening of 

elements, geometric shape, as well as the 

appearance of sources of stress concentration that 

can lead to the initiation of cracks and reduced 

reliability [5]. Each of these factors must be 

carefully considered in the design process to 

ensure the safety and longevity of the structure. 

Through this study, the process of variation of the 

geometry of the developed assembly for the 

transmission of massive profiles in the production 

hall is shown. The analysis was carried out taking 

into account key criteria such as the safety of the 

structure in operation and the overall reliability of 

the system. The results obtained indicate the 

importance of an integrated approach, where 

theoretical models and numerical simulations are 

combined with engineering experience in order to 

optimize the load-bearing capacity and long-term 

usability of the structure. 

2. Description of the structure and selection

of materials

One of the key steps in the development of a 

heavy-duty profile transmission assembly is the 

selection of the position and number of load-

bearing elements. For the structure shown in 

Figure 1, four identical assemblies are used, which 

transmit a total load of a maximum of 1000 kg. 

The assembly is made of S235JR steel, while the 

supporting profiles are made as one-piece, i.e. they 

are cut from a 10mm thick board. The platform 

moves in two directions, that is, it lifts the load and 

transfers it to a certain position.  

Fig. 1. Platform with 4 assemblies for receiving profiles 

Table 1. Profile dimensions 

Type Height in mm Width in mm 

1 40 200 

2 45 191 

3 50 50 

4 50 100 

5 50 200 

6 65 200 

7 70 200 

8 75 75 

9 80 45 

What is characteristic is that the cross-section 

of the profile that is transmitted varies (Table 1) 
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and that this system is used to capture and hold 

when changing the position of the profile. The 

opening and closing of the assembly is realized by 

a pneumatic cylinder. 

3. Results

During testing, it was taken into account that

the complete load is transferred over the upper 

arms, and that the support on the sides serves as a 

support so that the complete assembly does not slip 

off the platform. The analysis includes the 

variation of the curvature radius at critical points in 

order to select the optimal geometry with identical 

load capacity for a constant arm thickness. Figure 

2 shows the distribution of Von Mises Stress when 

transmitting loads, and the diagram (Figure 3) 

shows the results obtained for the defined load for 

different radius values. The deformation values are 

below the permissible limits for all flute analyses. 

During the test, the maximum and evenly 

distributed load on all four assemblies during 

transport was taken because the load is always 

purchased from the same place and placed in a 

precisely defined position. 

Fig. 2. Von Mises stress for load 

Fig. 3. Diagram of the change of Von Misses stress 

for different radius values. 

4. Conclusions

Based on the results, it can be concluded that the 

radius of pain r1 satisfies the defined loads, while 

the radius r2 less than 1 mm does not meet the 

conditions and there would be a fracture on the 

arm. In order to meet the working conditions, and 

taking into account the loads and radii of the parts 

that are in contact with these parts, it was decided 

that the radius r1 and r2 should be made with the 

same values (Figure 4).  

Fig. 4. Physical realization of assemblies in the 

production hall 

The results in the exploitation process have 

shown that the assembly is very practical and 

satisfies the robustness and repeatability for 

different profile dimensions.  
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1. Introduction

Planetary gear transmissions are essential 

components of industrial machinery due to 

their small size in relation to their rated power, 

high transmission ratios, and capability to 

transmit large torques within a compact 

design. They are widely applied in automotive, 

aerospace, and construction machinery 

industries owing to their reliable and efficient 

power transmission. The efficiency of 

planetary gearboxes directly influences energy 

consumption, operating costs, and 

environmental footprint. Power losses arise 

from gear and bearing friction as well as oil 

churning, and are determined by design 

parameters, manufacturing quality, lubrication 

properties, operating speed, and oil 

temperature. The accurate quantification of 

these losses is crucial for gearbox design, 

performance optimization, and durability, as 

well as for the development of energy-efficient 

control systems [1]. 

2. Design of the Experimental Gearbox

The experimental gearbox consists of two 

planetary stages connected in series (Fig. 1). 

The input shaft is the sun gear shaft of the first 

stage, while the output shaft is the planet 

carrier of the second stage. Both ring gears are 

stationary and fixed to the gearbox housing. 

The gears have a module of 1 mm in the first 

stage and 1.25 mm in the second stage, with an 

overall transmission ratio of approximately 

19.6. The lubricating oil used is standard gear 

oil ER 90 BDS 14368-82. 

.

Fig. 1. Two-Carrier Gearbox 

3. Test Rig and Measurement System

The test rig (Fig. 2) includes an asynchronous 

electric motor with VV/VF control for precise 

speed adjustment [2]. A torque meter 

positioned between the motor and the 

planetary gearbox measures the input torque, 

while a friction brake at the output simulates 

the load, with its torque precisely controlled by 

a screw mechanism and a digital force meter. 

Speed is monitored using a contactless 
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tachometer, and all data (torque, speed, forces) 

are collected in real time and processed by a 

computer for system performance and 

efficiency analysis. The measurements were 

conducted at multiple input torque levels (up 

to the nominal value of 5 Nm), at different 

rotational speeds (750 and 1500 min⁻¹), and at 

oil temperatures of 35 °C and 75 °C. Multiple 

measurements were performed for each 

parameter set, with system cooldown between 

measurements to ensure repeatability. 

Efficiency was evaluated as the output torque 

to input torque ratio, while considering the 

kinematic transmission 

ratio.

Fig. 2. Dynamic testing rig for planetary gear trains; 1 

electric motor; 2 torsion meter; 3 planetary gear train; 4 

gear coupling; 5 brake drum; 6 bearing; 7 friction brake; 

8 lever; 9 force meter; 10 data acquisition system 

4. Results and Analysis

The results have shown that efficiency 

increases with higher input torque due to the 

reduced relative share of friction and oil 

churning losses. Viscosity drops at elevated oil 

temperature (75 °C), improving efficiency, 

while increased speed (1500 min⁻¹) results in 

increased churning losses and reduced 

efficiency when compared to lower speed (750 

min⁻¹) (Fig. 3). The largest deviations between 

experimental and theoretical values occur at 

lower torque loads, coming in good agreement 

with theoretical results as the load is increased 

towards the design load. The theoretical model 

is based on relative component efficiencies 

and empirical coefficients for additional 

losses. Observed deviations at lower loads 

arise from gearbox design details, highlighting 

the importance of tailored models for different 

gearbox types and sizes. 

Fig. 3. The influence of input torque, oil temperature, 

and rotational speed on the mean efficiency of a 

planetary gearbox 

5. Conclusions

The experimental investigation of the two-

stage planetary gearbox demonstrated that 

increased load and oil temperature result in 

reduced losses, while higher speed increases 

churning losses. The calibrated theoretical 

model provides accurate efficiency estimation 

under nominal conditions, enabling the design 

of gearboxes optimized for operation with 

improved energy efficiency. 
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1. Introduction

Tensile tests after prior creep were performed on

materials like low-alloy C–Mn, 3Cr–Mo steels [1] 

and Inconel X-750 [2].  

Metal matrix composites (MMCs) are known for 

their superior tensile strength and creep resistance 

compared to aluminum alloys, thanks to ceramic 

reinforcements.  

The aim of this research, was to check how the 

tensile properties of the AA2124/SiC composites 

may change after prior creep.  

2. Materials and methodology

Metal matrix composites (MMC) with

AA2124 aluminum alloy as a matrix and SiC 

reinforcement of different grain size equal to 3µm 

and 0.6 µm and amount equal to 17 vol % and 25 

vol % were investigated. A series of strain-

controlled tensile tests were carried out at the strain 

rate equal to 0.0002 s-1 on the MTS 858 servo-

hydraulic testing machine at ambient temperature 

[3]. Tensile tests were performed on both MMC 

types in the as-received state and the same materials 

subjected to prior creep. Creep tests were conducted 

at 300ºC and interrupted at a given value of strain, 

and subsequently, the specimens were subjected to 

the standard tensile examinations. 

3. Results

As it was expected, the tensile curves for

specimens after creep were characterized by a 

weaker stress response in comparison to those tested 

in the as-received state, Figs. 1-3. Moreover, the 

specimens after creep exhibited in most cases a 

higher strain at rapture in comparison to those tested 

in the as-received state.  It has to be emphasized that 

the tensile curves for specimens made of the 

AA2124/SiC with the same content of SiC and the 

same particle size are similar to each other 

regardless of the creep stress applied previously to 

the specimens and value of strain at which the creep 

tests were interrupted. They differ in time to rapture, 

only. 

Fig. 1  Comparison of tensile curves for composite 

AA2124+17%SiC (3 µm) in the as-received state and 

after creep: specimen 15 represents material in the as-

received state, specimens 2, 2a and 4 the same material 

after creep 

Fig. 2  Comparison of tensile curves for composite 

AA2124+17%SiC (0.6 µm) in the as-received state  and 

after creep: specimen 16 represents material in the as-

received state, specimens 5 and 8 the same material 

after creep 

The lowest stress response was noticed for the 

AA2124+17%SiC (3 µm) with the lower SiC 

content and its coarser grain size, Fig. 1 and Fig. 4. 

The highest stress response was observed for the 

AA2124+25%SiC (0.6 µm) with the higher SiC 

content and its finer grain size, Fig. 3 and Fig. 4. On 
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the other hand, strain values at rupture were the 

largest for the AA2124+17%SiC (3 µm) and the 

smallest for the AA2124+25%SiC (0.6 µm). 

Fig. 3  Comparison of tensile curves for composites 

AA2124+25%SiC (0.6 µm) in the as-received state and 

after creep: specimen 17 represents material in the as-

received state, specimens 14a and 14 the same material 

after creep 

Fig. 4  Comparison of tensile curves for all 

composites tested in the as-received state and after creep 

Based on the tensile characteristics for the 

materials in as-received state and after creep 

deformation, the elastic modulus and yield points 

were determined, Tables 1-2.  

Table 1.  Elastic modulus for the specimens in as-

received state and after creep 

Material 
As-received 

[GPa] 

After creep 

[GPa] 

17% SiC, 3 µm 101 103 

17% SiC, 0.6 µm 95 100 

25% SiC, 0.6 µm 112 116 

One can easily notice slight differences in values 

of the elastic modulus for  the material  in as-

received state and after creep, Table 1. Slightly 

smaller values were obtained for specimens in the 

as-received state.   

Table 2.  Yield point at 0.2% offset strain for the 

specimens in as-received state and after creep 

Yield point values determined for the offset 

strain equal to 0.2% were 2.2, 1.8 and 1.4 times 

greater for the specimens in as-received state than 

those  after creep for the AA2124+17%SiC (3 µm), 

AA2124+17%SiC (0.6 µm), AA2124+25%SiC 

(0.6 µm), respectively, Table 2. 

4. Conclusions

The highest values of stress and the smallest

strain at rapture were observed for the 

AA2124+25%SiC (0.6 µm). An opposite response 

was achieved for the AA2124+17%SiC (3 µm). 

Moreover, the tensile curves obtained for the 

specimens made of the same material, but with a 

different creep history, were similar to each other. 

Elastic modulus was slightly lower for the 

specimens tested in as-received state in comparison 

to those after creep. In the case of yield point values 

their variations were more significant depending on 

the material condition. Much greater values were 

obtained for the specimens in as-received state in 

comparison to those determined for the specimens 

subjected to prior creep. 
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As-received 
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1. Introduction

The Advanced Pore Morphology (APM) foam

element is a recently developed cellular material 

composed of spherical metallic elements with 

favourable mechanical properties. Owing to their 

ability to sustain large deformations under 

compression, APM foams are used as energy-

absorbing structures, stiffening and damping 

elements, core layers, and fillers in composite 

materials. A major advantage lies in their 

straightforward application as fillers in hollow 

components, such as automotive parts, where they 

markedly enhance energy absorption with only a 

minimal weight penalty.  

Although several studies have investigated APM 

foams [1, 2], their mechanical characterization 

remains limited. Hence, this investigation aims to 

determine the compressive behaviour of individual 

APM foam element under quasi-static loading 

through 3D strain measurement from an in-situ 

XCT compression test. Bulk kinematics were 

quantified using global Digital Volume Correlation 

(DVC) with finite element discretization [3], while 

global material behaviour was derived from mean 

nodal DVC strain levels obtained via the virtual 

gauge [4]. 

2. Experimental procedure

The investigated specimen was a spherical APM 

foam element with a diameter of 10 mm, 

characterized by an extremely high pore count of 

approximately 10⁴ pores smaller than 0.1 mm. The 

pore radii span a wide range, from as small as 5 µm 

up to 2.1 mm. Although micropores dominate in 

number, the pore count decreases significantly with 

increasing pore size, reflecting the foaming process. 

The pores are not uniformly distributed, with a 

considerably greater number concentrated near the 

outer surface, while the highest average pore radius 

is shifted towards the periphery rather than the 

center. This distribution enables the formation of 

several large pores around the edges instead of a 

single central pore, a feature that may provide 

structural advantages and positively influence the 

mechanical performance of APM elements (Fig. 1). 

An in-situ monotonic compression test was 

performed on a single APM foam element under 

displacement control at a prescribed stroke rate of 

10 µm/s, with the loading sequence incorporating 

20 programmed interruptions (see Fig. 2). After 

each interruption the maximum displacement was 

increased in increments of 250 µm, up to a total 

prescribed displacement of 5000 µm (Fig. 1). 

During each plateau the stroke was kept constant 

while the specimen was rotated through 360°, 

enabling volumetric imaging at defined load levels. 

Fig. 1. Mid slices of the APM element in the a) 

reference configuration and at b) 50% deformation. 

a) b)
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Fig. 2. Loading and acquisition history of the in-situ 

compression test.  

CT scans were acquired using 1434 projections 

with an exposure time of 200 ms per projection. 

Data acquisition was performed with binning 2, a 2 

mm aluminium filter, and a frame rate of 5 fps, 

resulting in a total duration of approximately 11 

minutes per scan. The images were recorded at 8-bit 

gray-level depth. After cropping the extracted 

volumes of 665 × 751 × 601 voxels were defined 

with a spatial resolution of 17.92 µm/voxel. The 

maximum registered force during compression 

reached 560 N. The APM foam element exhibited a 

characteristic multi-stage compressive stress–strain 

response, and pronounced force relaxation was 

observed during the scanning process (Fig. 2). 

3. Results and Conclusion

The DVC analysis was performed between the

undeformed volume (scan 0) and 20 deformed 

volumes. From the measured displacement fields, 

principal strains were computed. The maximum 

principal strain field (ε₁), shown in Fig. 3, presents 

the strain distribution for the final scan. The 

resulting map reveals highly strained regions 

corresponding to macro cracks formed under 

compressive loading. 

Fig. 3. An isometric view of the major eigen strain field 

calculated at the final loading step (i.e., scan 20).  

Using the virtual gauge, mean nodal strain levels 

were obtained (see Fig. 4). The results show that 

DVC-based measurements effectively capture the 

compressive response of APM foam (see Fig. 4) and 

clearly distinguish four characteristic regions of the 

stress–strain curve (i.e., elastic regime, pore 

collapse, localized deformation with shear band 

formation, and densification) which are less evident 

in the conventional stress–strain curve derived from 

machine loading data (Fig. 2). The formation of 

strained shear bands marks the onset of structural 

instability and progressive damage. Overall, the 

study highlights the advantages of volumetric 3D 

measurements for simultaneously characterizing 

global deformation behaviour and localized damage 

mechanisms in porous materials such as APM foam. 

Fig. 4. Load-mean strain history over the in-situ 

compression test.  
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1. Introduction

The mechanical integrity of swaged ball

terminations on control cables is a critical factor in 

the safety and reliability of aerospace, automotive, 

and industrial actuation systems [1,2]. While 

analytical models can estimate strength for 

idealized geometries, real terminations involve 

complex interactions between the ball, wire strands, 

and the mating seat defined by military and industry 

specifications [1,2]. The conditional-realistic 

(“pull-out”) test reproduces the actual seating of the 

termination to directly measure maximum 

extraction force (Ffail) and to identify prevailing 

failure modes under service-representative 

constraints [3,4]. This approach captures combined 

effects of shear, localized indentation, and potential 

cable slippage, producing data suitable for design 

verification and quality assurance [3–5]. 

The present study outlines the experimental setup, 

testing procedure, and evaluation methodology for 

determining pull-out strength, aiming to establish 

reliable performance benchmarks for swaged ball 

cable terminations [4,5]. 

2. Materials and Methodology

The tensile testing is conducted using a

Shimadzu AGS-X 10 kN universal electro-

mechanical testing machine [6]. The test fixture is 

designed to be mounted on the testing frame using 

standard interface elements. The lower section of 

the fixture is configured avoid inducing stress 

concentrations and would provide a gradual load 

release. This prevents damage to the cable, in line 

with the requirement that the specimen remain 

serviceable after testing. The significant influence 

on reducing the tensile force at the end of the cable 

in a drum-based tensile testing setup of both the 

number of wraps and the friction coefficient [7]. It 

can be shown that the load decreases exponentially 

with increasing wrap count and friction, effectively 

distributing stress along the contact surface (Fig. 1). 

Testing equipment manufacturer offers a dedicated 

fixture for strand testing and one of its clamping 

halves was utilized for securing the cable during the 

tests (Fig. 2). 

Fig. 1. Force in cable vs Number of wraps 

for different friction coefficients. 

(a) (b) 

Fig. 2. Cable placement in lower fixture: 

(a) 3 ¾ wraps, (b) 4 ¾ wraps.
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The upper section of the fixture is designed to 

apply a concentrated load to the ball termination, 

enabling the shearing of the ball from the cable. The 

ball seat is manufactured to replicate service 

conditions as closely as possible, with a geometry 

that accurately reproduces the assembly into which 

the cable end is installed (Fig. 3). 

Fig. 3. Pull-out fixture (real-seat method). 

3. Results

The testing is performed in two cases.

First, for each production batch, the ultimate tensile 

load that the termination can sustain is determined 

under a crosshead displacement rate of 1 mm/min 

(Fig. 4). Subsequently, each cable is subjected to a 

proof load test at 2 kN, applied at a crosshead speed 

of 3 mm/min, held for 10 seconds, and then released 

(Fig. 5). 

Fig. 4. Ultimate tensile load. 

Fig. 5. Proof load test at 2 kN. 

4. Conclusions

 The developed pull-out test fixture, designed 

to replicate service conditions of swaged ball 

terminations on control cables, was 

experimentally validated through testing on 

over 100 cable specimens. The results 

confirmed the fixture’s robustness, repeata-

bility, and capability to accurately determine 

both ultimate tensile strength and proof load 

performance. This fixture is a significant and 

practical tool for quality control, certification 

testing, and research applications in aerospace, 

automotive, and industrial cable systems. 
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1. Introduction

During the operational use of fibre-reinforced

composite components, structural defects such as 

cracks, delamination, or fibre breakage may 

develop due to mechanical overload, cyclic fatigue, 

environmental degradation, or manufacturing 

imperfections [1,2]. These defects can compromise 

the integrity of the load-bearing structure, resulting 

in a reduction of stiffness, strength, and overall 

performance. The propagation of such damage 

under service conditions not only shortens the 

component’s lifespan but also increases the risk of 

sudden failure, which can have severe safety and 

economic consequences [1]. Understanding the 

underlying causes and mechanisms of crack 

formation is therefore essential for implementing 

effective preventive measures and improving the 

durability of composite structures [2]. 

“Burn-off” and resin removal techniques are 

widely applied in composite characterization to 

evaluate fibre–matrix ratios and detect potential 

structural inconsistencies [3-5]. The results provide 

insight into material uniformity and support the 

evaluation of possible links between fibre content 

and the occurrence of structural defects [4]. In this 

study, the mass fraction of glass fibres in a 

composite door panel was determined to assess 

whether material composition differences exist in 

defect-prone zones compared to unaffected areas.  

2. Materials and methodology

The experimental procedure followed [3]. Mass

measurements before and after combustion, as 

described in [3], enable precise quantification of the 

glass fibre content. Five specimens were prepared 

from the crack formation zone (Fig. 1), along with 

five control specimens intended to represent the 

characteristics of other areas of the panel (Fig. 2). 

The geometry of each specimen was precisely 

digitized using the ATOS optical measurement 

system [6] (Fig. 3a). This measurement and the 

resulting model enable accurate determination of 

the volume of each specimen. 

Fig. 1. Test pieces from the crack-affected zone. 

Fig. 2. Specimens made outside the crack formation 

zone – control specimens.  

The mass of each sample before and after the test 

was precisely measured with an analytical balance 

(Figure 3b). The furnace with high-temperature 

combustion at 600 °C is used to remove the polymer 

matrix in the specimens (Fig. 3c). The specimens 

after burning contained a certain amount of 

powdered base material, so they were separated 

from the glass fibres (Figure 4).  

3. Results

Figure 5 shows the density of the specimens,

while Figure 6 shows the fiber glass content in the 

composite material. 
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Fig. 3. Equipment used during testing: 

(a) Optical measurement device ATOS,

(b) Analytical balance RADWAG,

(c) High temperature furnace Grejač Komerc.

Fig. 4. Specimens after exposing to high temperature, 

cleaned of base material and prepared for measurement. 

Fig. 5. Density of specimens 

Fig. 6. Fiber Glass Content in the Composite Material 

4. Conclusions

The results revealed a slightly higher average

fibre mass fraction in the defect-prone zone 

compared to control areas, accompanied by a 

marginal decrease in density. This indicates 

potential microstructural irregularities such as 

voids, resin-rich areas, or incomplete fibre 

impregnation, which could influence local stiffness, 

stress distribution, and crack initiation mechanisms. 

These findings highlight the importance of 

combining compositional analysis with volumetric 

quality control to ensure consistent manufacturing 

quality and to improve the structural reliability of 

composite components in demanding operational 

environments. 

The integration of [6] with high-precision optical 

3D digitization and analytical mass measurement 

proved to be an effective approach for accurately 

determining the glass fibre content in fibre-

reinforced composite panels. 
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1. Introduction

The production and design of artillery weapons

is a complex and expensive process. Usually, the 

design of such systems is based on the experience 

of previous models or their modifications. The 

tendency is to unify most of the basic elements, 

which are also used in other weapon systems. 

Tactical requirements generally define initial and 

boundary conditions during project setup. The 

basic element of every classic artillery system is 

the barrel, which is the most complex to design and 

produce. 

The purpose of the paper is to present the 

process of barrel redesign, specifically changing a 

caliber of an existing barrel to a new caliber, taking 

into account various methods in order to determine 

the optimal design that would ensure the longest 

possible service life of the weapon system. In 

addition to the barrel design, an optimization of the 

propellant charge was carried out, i.e., variation of 

the gunpowder characteristics that directly affect 

the internal ballistic processes occurring in the 

barrel during firing. 

The barrel was redesigned based on known data 

from an existing system and results obtained from 

the optimal configuration of gunpowder 

characteristics. The practical application of such a 

barrel is uncertain, which is why a numerical 

simulation of the loading conditions during firing 

was conducted. Numerical analysis was conducted 

by applying static stress in the region experiencing 

the maximum loads, along with variable loading 

conditions in the same area, to evaluate the 

structural durability of the designed barrel. 

2. Conceptual design of the projectile and

powder charge

In its original configuration, the M65 howitzer 

uses a two-part round. The propellant charge is 

caseless. Since the howitzer undergoes changing of 

caliber from the original caliber of 155 mm, by 

machining the barrel, the caliber is increased to 

160 mm, resulting in a smoothbore barrel. A 

smoothbore barrel requires a different round 

design. The projectile already designed for this 

purpose and of this caliber is the Soviet mortar 

projectile for the M1943 mortar, shown in Fig. 1.  

Fig. 1. Soviet mortar projectile 160 mm. 

Its basic characteristics are presented in Table 1. 

Table 1. Characteristics of the projectile's 160 mm 

Characteristic Value 

Caliber 160 mm 

Projectile length 1350 mm 

Projectile weight 42 kg 

Explosive charge weight 30 kg 

Muzzle velocity 343 m/s 

Range 8200 m 

The smoothbore systems can also use 

projectiles with extendable stabilizers, as seen in 
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the 2A46 tank gun used on T-72, T-80, T-90, and 

M-84 tanks. This type of projectile design allows

for achieving higher muzzle velocities and greater

maximum ranges, but it also results in significantly

increased barrel wall loading. For the purposes of

this study, a projectile concept based on this design

approach has been proposed.

 A conceptual design is shown in Figure 2. 

Fig. 2. Conceptual design of a 160 mm projectile. 

The basic characteristics of the conceptual projectile 

design are shown in Table 2.  

Table 2. Characteristics of the conceptual projectile's 

design 

Characteristic Value 

Caliber 160 mm 

Mass 42,264 kg 

Center of mass, distance from nose 0,409 m 

Center of pressure, distance from nose 0,416 m 

Axial (Mass) moment of inertia 0,138 kg m2 

Transverse moment of inertia 1,78 kg m2 

Initially, the original propellant charge for the M65 

model was used, and after optimizing the 

characteristics of the propellant, an internal 

ballistic calculation was performed. The 

optimization was realized by varying the values of 

the ballistic characteristics by ±2.5%, which is 

technologically justified and possible to 

implement. The calculation diagram is shown in 

Figure 3. 

Fig. 3. Pressure changes as a function of projectile 

path (orange is optimal, blue is initial). 

 Based on the ballistic calculation using optimal 

parameters, the muzzle velocity of the projectile is 

698.95 m/s, and with an elevation angle of 50°, the 

calculated range is approximately 11,5 km.  

3. Barrel Dimensioning

The barrel was dimensioned according to the

Huber-Mises-Hencky theory, i.e., the distortion 

energy criterion [3]. Based on Hooke’s law, the 

specific strain energy can be represented as the 

sum of the specific volumetric deformation energy 

and the specific distortion energy [3]. 

( ) ( ) ( )
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After simplification, the following is obtained: 
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The ratio of the barrel’s outer diameter to its inner 

diameter is given by: 
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After inputting the data for the internal bore 

profile of the barrel, the external barrel profile is 

calculated using the equation derived from 

equations (2) and (3): 
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The diagram of the elements of the longitudinal 

barrel cross-section, after calculation using 

equation (4), is shown in Figure 4. 

Fig. 4. Elements of the Longitudinal Barrel Cross-

Section. 

The CAD model of the barrel, with a total 

length of 3800 mm, dimensioned according to the 

aforementioned theory and using the properties of 

structural steel intended for barrel manufacturing, 

is shown in Figure 5. 
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Fig.5. CAD model of the barrel. 

4. Numerical Stress Analysis of the Barrel

During Firing

The numerical stress analysis of the barrel was 

performed using the FEMAP software package. 

The most heavily stressed part of the barrel, 

located in the projectile seating area, is at 439 mm 

from the start of the bore, as shown in Figure 6. 

Fig. 6. Area of maximum stress in the barrel 

During firing, the barrel walls are subjected to 

high stress levels, so the most critically loaded 

section was examined. The barrel was modeled as 

an axisymmetric 3D element, and only one quarter 

of the geometry was used for analysis, Figure 7. 

For discretization (meshing), a 3D tetrahedral 

finite element (four-node) with midside nodes was 

used. Boundary conditions were applied such that 

the front face is constrained from movement along 

the longitudinal z-axis. In the z-x plane, movement 

of all points along the y-axis is restricted, while in 

the z-y plane, movement of all points along the z-

axis is constrained. 

Fig. 7. Constraints on the Most Heavily Loaded Section 

of the Barrel. 

The stress analysis was conducted under both 

static and dynamic loading conditions. 

4.1  Static Stress Analysis 

The load was applied normal to the inner 

surface, with maximum pressure intensity as 

shown in Figure 8. 

Fig. 8. Stress of the Critical Part of the Barrel in the 

Longitudinal Section. 

The figure 9 shows the loading of the rear 

cross-section of the barrel, which corresponds to  

the area of highest stress. 

Fig. 9. Cross-section of the barrel at maximum stress 

The scale indicates a maximum stress value of 

769.74 MPa, which is below the yield strength of 

800 MPa, meaning that the deformation occurs 

within the elastic range.  

4.2  Dynamic Stress Analysis 

For the calculation of the barrel’s dynamic 

loading, a subroutine in the FEMAP software 

called NX Nastran with the Transient Dynamic / 

Time History function was used. During the 

numerical calculation of the dynamic pressure 

load, the boundary conditions were set the same as 

in the static loading case. The load was applied as 

pressure acting on the internal walls, similarly to 

the static test, but with a pressure variation law 

defined over time. In order for the software to 

compute the barrel loading over time intervals, it 

was necessary to specify the pressure values at 

moments defined by equal time steps Δt. The total 

time for the projectile to travel through the barrel is 
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0.01086 s, so the time step was set to Δt = 

0.000128 s, and the calculation was performed in 

81 steps. 

The data on the pressure variation of the 

propellant gases inside the barrel at equal time 

intervals were generated for the numerical analysis 

according to the time-domain function, as shown in 

Figure 10. 

Fig. 10. Pressure variation function of propellant gases 

at the critical barrel cross-section. 

Variation of maximum stress at the critical 

cross-section as a function of time is shown in 

Figure 11. The maximum stresses, as in the static 

analysis, occur on the inner part of the barrel, as 

shown in Figure 9. The stress value at any given 

time remains below 600 MPa, which is lower 

compared to the maximum values observed in the 

static stress analysis. 

Fig. 11. Variation of maximum stress at the critical 

cross-section as a function of time. 

5. Conclusions

The paper presents a methodology for the

numerical calculation of barrel stress during firing 

in the design phase. The starting point is the 

improvement of the existing M65 howitzer system 

through recalibration to a smoothbore system of 

160 mm caliber. Initial values for the projectile 

mass and propellant charge were taken from the 

mentioned system. An conceptual projectile design 

solution is provided, and an optimization of the 

propellant charge was performed. The results of 

the ballistic calculations demonstrate significant 

improvements compared to existing systems of the 

same caliber. 

The crucial part of the work is the analysis of 

the barrel wall loading, aimed at assessing 

functionality and safe operation. The analysis was 

performed by numerical calculation of the part of 

the barrel subjected to the highest stresses, under 

both static and dynamic conditions. The stress 

value at any given moment remains below 800 

MPa, which corresponds to the yield strength, so 

the entire deformation occurring during firing 

remains within the elastic domain. According to 

the obtained numerical results, it is evident that the 

barrel loading under dynamic conditions is of 

lower intensity, confirming that the design is well-

conceived.  

The next step in the design process is 

experimental validation. It is necessary to 

experimentally determine the characteristics of the 

weapon barrel material, measure the pressure 

intensity of the propellant gases, and determine the 

characteristics of the projectile contact surfaces. 

This approach would improve numerical analyses 

of fast processes for future research. 
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1. Introduction

For reliable stability analysis of geotechnical

structures, accurate calibration of constitutive 

model parameters is essential. These parameters 

govern the simulated material response under load, 

and any uncertainty can lead to significant 

deviations in predicted behavior. 

Conventional parameter determination relies on 

experimental testing of soil samples, whereby 

stress–strain measurements are used to infer 

individual model parameters according to their 

constitutive definitions. However, this manual 

fitting process is complex and time-consuming, 

particularly for soils, which exhibit highly nonlinear 

behavior. 

To address these challenges, we propose an 

automated parameter identification procedure for 

constitutive models. The methodology is developed 

for the Modified Cam-Clay model (MCC), a widely 

adopted framework for simulating the mechanical 

response of soft clays and normally consolidated 

soils. 

The first part of this paper presents the 

theoretical foundations and the implicit stress 

integration algorithm for the MCC model, 

implemented within the PAK [1] finite element 

software. For automated identification [2], the same 

integration scheme is translated into Python and 

applied at the level of single integration point. This 

point-wise approach is justified for homogeneous 

stress states, such as those encountered in standard 

laboratory tests (e.g., oedometer and triaxial tests). 

In the second part of the paper, we describe the 

parameter identification program, which interfaces 

with the Python integration routine to perform 

optimization against experimental data. Finally, the 

developed identification algorithm is verified 

through a comparison of parameter estimates 

obtained from the PAK-based finite element 

implementation and those produced by the 

automated procedure. 

2. Theoretical basis of the Modified Cam-

Clay constitutive model

The yield surface of the MCC model [3] in space 

mq −  is shown in Fig. 1. 

Fig. 1. Modified Cam-Clay model yield surface 

The yield surface equation of MCC model is a 

function of stress states and has the form 

( )2 2

m o mf q M p = − − (1) 

In equation (1), the quantity M  represents the 

material parameter, while the quantities q  and 
m

are the stress deviator 

23 Dq J= (2) 

and mean stress 

m x y z   = + + (3) 

The quantity 0p defines the size of the yield surface 

according to the expression 
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exp
P

t t t m

o o t t

V

e
p p

b

+

+

 −
=  

 
(4) 

where p

me is the increment of mean plastic strain, 

while 

( )3 1

t t s

V t t

k
b

e

+

+
=

+
(5) 

sk  = − (6) 

The current porosity, in expression (5) is calculated 

according to 

( )01 e 1
t t

Vet te e
+

+ = + − (7) 

where 0 e is the initial porosity of the material, 

while t d

Ve+  is the current volumetric strain. 

The elasticity modulus of MCC constitutive 

model depends on the strain history and is defined 

according to 

( )3 1 2t t t tE K+ += − (8) 

where is it 

1 t t
t t t t

m

e
K 



+
+ ++

= (9) 

The algorithm for implicit stress integration [4] 

of the MCC model, using the previously shown 

theoretical foundations, implemented in the PAK 

program and in the Python code at the integration 

point level, is shown in Table 1. 

Table 1. Stress integration algorithm for MCC model 

Known at the beginning of time step: 
t t+

e , 
t
e , 

t
σ , 

t p
e

A. Trial (elastic) solution:

( )E E E t t td d += = −σ C e C e e , 
t t t d+ = +σ σ σ

Calculation of stress invariants: 

1I , 
2DJ

23 Dq J= , 

Yield surface: 

sk  = − , ( ) ( )01 exp 1Ve e e= + −

( )3 1

s

V

k
b

e
=

+
, exp

P

t m

o o

V

e
p p

b

 
=  

 

( )2 2

m o mf g q M p = = − −

B. Checking yield condition:

IF ( 0f  ) goto E

IF ( 0f  ) continue 

Yield area check 0

1

2

t t E t

m p+ 

01

1 0

t

t

pIf f q f f

q I p

    
= + +

     σ σ σ σ

0

0

1

E

t t
E t

t

s

f
d

d
f f e f g

p
k p


+



=
  +  

+ 
  

T

T

C e
σ

C I
σ σ σ

C. Correction of dλ (local iterations):

P g
d d


=


e

σ
, 

E Pd d d= −e e e

E Ed d=σ C e , 
t t t d+ = +σ σ σ

Calculation of new stress invariants: 

1I , 
2DJ

Yield condition: 

( ) ( )01 exp 1t t t t

Ve e e+ += + − ,

( )3 1

t t s

V t t

k
b

e

+

+
=

+
, 

exp
P

t t t m

o o t t

V

e
p p

b

+

+

 
=  

 
, 

( )3 1 2t t t tE K+ += −

( )2 2

m o mf q M p = − −

D. IF ( ( )ABS f TOL ) goto C with new d :

t t P t P Pd+ = +e e e

E. End: 
t t+
σ ,

t t P+
e

3. Parameter Calibration of the Constitutive

Model

The identification procedure is performed at the 

level of a single integration point, where 

homogeneous stress and strain states can be 

assumed. This localized approach isolates material 

behavior from boundary and geometric effects, 

making it directly comparable to standard 

laboratory tests. 

As inputs, the algorithm accepts stress-strain 

histories obtained experimentally. Depending on 

the test setup, either the applied loading (stress-

controlled) or the measured deformation (strain-

controlled) path can be imposed. The numerical 

simulation replicates these paths exactly, ensuring 

that the same increments of loading or deformation 

are evaluated. 

A scalar objective function quantifies the 

discrepancy between experimental and simulated 

responses. Commonly, this function is based on an 

error norm, such as the mean absolute or squared 

difference, possibly supplemented by weighting 

schemes that emphasize critical segments of the 

loading path (e.g., peak stress). Penalty terms 

enforce physical consistency by discouraging 

nonphysical behaviors, such as softening under 
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monotonic load or unbounded state variables. 

Simulations yielding unstable or divergent results 

incur large penalties. 

Each model parameter is confined to a 

predefined interval reflecting prior geotechnical 

knowledge. These bounds prevent exploration of 

unrealistic regimes, enhance numerical stability, 

and accelerate convergence by reducing the viable 

search space. 

A hybrid, two-stage optimization strategy 

ensures both global exploration and local precision: 

- Global Search: An evolutionary algorithm (e.g.,

differential evolution) samples the parameter space

broadly, locating low‐error regions and mitigating

entrapment in local minima.

- Local Refinement: A gradient‐based or quasi‐

Newton method (e.g., L‐BFGS‐B) is initialized

from the best global solution to achieve fine-scale

convergence, leveraging derivative information for

efficient adjustments.

This combined approach balances robustness and 

accuracy, yielding a parameter set that faithfully 

reproduces the experimental loading path. 

4. Validation

Parameter identification was performed using

oedometer test results, selected for their nearly 

homogeneous stress state within the specimen, 

which makes them particularly suitable for the 

proposed single‐point calibration procedure. Initial 

lower and upper bounds for each constitutive 

parameter were set based on physical plausibility 

and geotechnical knowledge, ensuring that the 

optimization remained within realistic regimes.  

Fig. 2. Oedometer test 1: Experimental and 

estimated dependence 

The resulting experimental stress-strain paths 

and the simulated model responses are overlaid in 

Fig. 2-Fig. 4, demonstrating close agreement across 

elastic, yield, and hardening phases. Quantitative 

assessment via maximum relative error and 

coefficient of determination (R²) confirms that the 

calibrated model reproduces laboratory 

observations within acceptable tolerance, thereby 

validating the robustness and fidelity of the 

automated identification algorithm. 

Fig. 3. Oedometer test 2: Experimental and 

estimated dependence 

Fig. 4 Oedometer test 3: Experimental and estimated 

dependence 

  After completing parameter identification, a 

numerical simulation of the same oedometer test 

was executed in the PAK finite element program 

under identical boundary and loading conditions.  

Fig. 5.  Results of numerical simulation of 

oedometer test 1 

The calibrated parameters were then applied in the 

Python-based integration routine over the same 

number of increments as in PAK. The results of 
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these simulations, alongside the experimental 

curves, are presented in Fig. 5-Fig. 7, further 

substantiating the equivalence of the standalone 

Python algorithm and the PAK implementation. 

Fig. 6. Results of numerical simulation of oedometer 

test 2 

Fig. 7. Results of numerical simulation of oedometer 

test 3 

The results indicate that the responses predicted 

by the automated identification closely match the 

experimental data, confirming the procedure’s 

accuracy. Discrepancies between the Python‑based 

and PAK simulations can be attributed to 

methodological differences: the Python routine 

performs point‑wise stress integration without 

element mesh interactions, whereas the PAK 

implementation relies on full finite element 

discretization. 

5. Conclusions

The conducted study demonstrates that the

automated parameter identification procedure 

provides a reliable and efficient means of 

calibrating the constitutive model. By relying on 

oedometer test data, the method ensured stable 

convergence and consistent results within realistic 

geotechnical ranges. 

The obtained simulations show that the approach 

is capable of capturing the full stress–strain 

behavior, including elasticity, yield and subsequent 

hardening. This consistency across both the 

standalone Python routine and the PAK program 

highlights the robustness and transferability of the 

calibration procedure. 

While discrepancies between implementations 

were observed, these stem primarily from the 

inherent differences between point-wise stress 

integration and finite element discretization. 

Importantly, such deviations do not undermine the 

predictive capability of the method but instead 

underline the complementary strengths of 

simplified integration routines and full numerical 

simulations. 

Overall, the proposed procedure offers a 

validated framework for parameter calibration that 

balances computational efficiency with accuracy. 

Its integration into broader numerical workflows 

can support more reliable geotechnical analyses and 

provide a solid foundation for future extensions to 

more complex soil constitutive models. 
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Abstract 

The increasing demand for lightweight and 

reliable structural components and tools in 

manufacturing engineering creates a need for 

accurate data regarding the fatigue performance of 

high-strength and tool steels. This paper presents an 

experimental and comparative investigation of the 

fatigue behavior of STRENX 700, a high-strength 

structural steel, and 55NiCrMoV7, a thermally 

stable hot-work tool steel. Fatigue tests were 

conducted using a stress-controlled, fully reversed 

tension-compression loading regime (R = –1) on 

smooth “dog-bone” specimens. The resulting S–N 

curves were used to evaluate fatigue strength and 

determine the material parameters using Basquin’s 

relation. The results provide insight into the fatigue 

properties of these steels that have different 

industrial applications, but are tested under the same 

conditions. The fatigue performance, advantages, 

and trade-offs of each steel grade are discussed. 

1. Introduction

Fatigue failure plays a crucial role in the

durability of tools and components used in forging, 

turning (lathes), milling operations, and other 

related machining processes, where they are 

subjected to intense and repeated mechanical 

stresses. Tool steels like 55NiCrMoV7 [1] are often 

selected for these parts due to their toughness and 

thermal stability under elevated temperatures.  

Steel 55NiCrMoV7 is most commonly used in 

forging dies and tooling under thermomechanical 

fatigue, because it has very good resistance to 

thermal shock and cracking, good mechanical 

properties at room and elevated temperatures, 

relatively high toughness at room and low 

temperatures, etc. Also, after heat treatment, this 

steel has good dimensional stability. It is intended 

for the manufacture of all types of forging dies and 

tools for hot work, molds for gravity casting of 

metals and plastics, tools for extrusion, etc. On the 

other hand, structural steels such as STRENX 700 

[2] are known for their high yield strength and are

optimized for lightweight structures, due to their

high strength-to-weight ratios. In order to have an

optimum machine design, considering the fact that

55NiCrMoV7 usually cost more, engineers need to

choose the material of each part carefully, to use

high-strength steel where possible, and to address

thermomechanical fatigue where needed [3].

Engineers require comprehensive comparative

fatigue data concerning these two types of steel in

order to make the best decision, however, the

current state of the art literature lacks direct

comparison between them using the same testing

equipment under the same conditions. This study

aims to fill that gap.
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2. Materials and Methodology

The STRENX 700 is a high-strength, low-alloy

steel optimized for weldability and strength, with a 

nominal yield strength of around 767 MPa. 

55NiCrMoV7 is a hot-work tool steel known for its 

excellent toughness, thermal shock resistance, and 

fatigue endurance after quenching and tempering 

[4]. 

Chemical compositions of steels STRENX 700 

and 55NiCrMoV7 are given in Tables 1 and 2, 

respectively. 

Table 1. STRENX 700 Chemical composition (wt. %): 

C Si Mn P S Al Nb V Ti 

0.11 0.093 0.64 0.009 0.017 0.017 0.088 0.19 0.14 

Table 2. 55NiCrMoV7 Chemical composition (wt. %): 

C Si Mn P S Cr Ni Mo V 

0.55 0.3 0.7 0.035 0.035 1.1 1.7 0.5 0.12 

55NiCrMoV7 was subjected to quenching and 

tempering to its optimal hardness range: 42–45 

HRC. 

To ensure uniformity and precision across all 

fatigue tests, cylindrical "dog-bone" specimens 

were meticulously machined from the STRENX 

700 and 55NiCrMoV7 steel samples, adhering 

strictly to pre-defined internal standards that align 

with established guidelines [5]. The specimens were 

prepared to have a minimum diameter of 6.35 mm 

in the middle, where the failure occurs, and an 

external diameter of 12.7 mm for gripping by the 

machine. Dimensions of the specimens are shown 

in Fig. 1., while the actual untested specimen is 

shown in Fig. 2. 

Fig. 1. Dimensions of the used dog-bone specimens 

Fig. 2. Actual specimen before testing 

2.1 Static testing for mechanical characteristics 

assessment 

First, a Shimadzu Corporation servo-hydraulic 

testing machine (EHF EV101K3-070-0A) with a 

force of ±100 kN and ±100 mm stroke was used to 

perform uniaxial tensile tests on the specimens in 

order to ascertain their mechanical characteristics, 

i.e., static strength qualities [6]. Schematics of the

testing equipment is shown in Fig. 3., while the

actual testing machine and the used MFA25

extensometer [7] are shown in Fig. 4. and Fig. 5.

respectively.

Fig. 3. Schematics of the testing equipment 

Fig. 4. Shimadzu EHF EV101K3-070-0A 

Fig. 5. MFA25 extensometer 
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Obtained mechanical characteristics of 

STRENX 700 and 55NiCrMoV7 grade steel are 

shown in Table 3. 

Table 3. Mechanical characteristics of STRENX 700 

and 55NiCrMoV7  

Steel Grade STRENX 700 55NiCrMoV7 

Yield Strength 

σ0,2 (MPa) 
767.97 1450 

Tensile Strength 

σM (MPa) 
818.08 1600 

Young’s Modulus 

E (GPa) 
228.89 212 

2.2 Fatigue testing 

Uniaxial fatigue testing was conducted at room 

temperature under a fully reversed stress ratio (R = 

–1) using smooth, cylindrical specimens. Stress-

controlled loading was applied using a servo-

hydraulic testing machine in accordance with

ASTM E468 [8] and E739 [9] standards. For the

STRENX 700 specimens [10], the fatigue testing

was performed at load levels corresponding to

~70%, 65%, 60%, 45% and 40% of the material's

yield strength (767.97 MPa), specifically 540 MPa,

500 MPa, 450 MPa, 350 MPa, and 300 MPa, 

respectively. Similarly, the 55NiCrMoV7 

specimens were subjected to load levels that 

mirrored percentages of the STRENX 700's yield 

strength. Frequencies between 10–15 Hz were used 

depending on stress amplitude levels. 

The fatigue life for each specimen was measured 

as the number of cycles to failure, defined by a 

complete fracture or separation of the specimen into 

two parts. 

3. Results

The fatigue performance of STRENX 700 and

55NiCrMoV7 steels under cyclic loading is best 

visually presented using the S-N curves derived 

from the experimental data. These curves plot the 

applied stress level against the number of cycles to 

failure for each material, offering a clear 

comparison of their fatigue resistance. 

Semi-log S-N curve for STRENX 700 obtained 

by interpolation and extrapolation of experimental 

results is shown in Fig. 6. 

Fig. 6. S-N curve for STRENX 700 

Likewise, the semi-log S-N curve for 

55NiCrMoV7 steel obtained by interpolation and 

extrapolation of experimental results is shown in 

Fig. 7. 

Fig. 7. S-N curve for 55NiCrMoV7 

A diagram combining semi-log S-N curves for 

STRENX 700 and 55NiCrMoV7 is shown in Fig. 8. 

Fig. 8. S-N curves for STRENX 700 and 55NiCrMoV7 

Steel 55NiCrMoV7 has a steeper S–N curve with 

better performance in the low-cycle fatigue regime 

but potentially reduced endurance in very high-

cycle fatigue, compared to STRENX 700 which has 

a flatter S–N curve and whose fatigue performance 

does not decline as much when loaded with high-

cycle fatigue. 
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55NiCrMoV7 shows superior performance at 

higher stress levels due to its toughness and 

tempered martensitic structure, making it suitable 

for heavy-duty and impact-loaded applications. 

This advantage diminishes as the number of cycles 

increases, as can be seen from Fig. 8. 

The fatigue life results were processed to 

construct S–N curves and subsequently to 

determine parameters used in Basquin equation Eq. 

(1): 

( )
b

'

a f f

Δσ
=σ =σ 2N

2
, (1) 

where: 
aσ is the true stress amplitude, and 

'

fσ is the

fatigue strength coefficient. Furthermore, b is 

fatigue strength exponent, while 2Nf is the number 

of cycles to failure. For the analyzed steels, fatigue 

parameters are given in Table 4. 

Table 4. Fatigue properties: 

Steel Grade 
Fatigue Strength 

Coefficient 
'

fσ [MPa]
Fatigue Strength 

Exponent b 

STRENX 700 1814.61 -0.1181

55NiCrMoV7 3737.73 -0.1465

The Basquin parameters, calculated from the 

S-N curve data, are essential for quantitatively

assessing the fatigue behavior of materials [5].

These parameters provide insights into the fatigue

strength and fatigue life expectancy under varying

stress conditions.

4. Conclusions

The findings of this study are consistent with

previous research indicating that the fatigue life of 

materials is significantly influenced by their 

microstructure and mechanical properties [6]. 

This study demonstrated that while STRENX 

700 offers comparable performance in high-cycle 

fatigue for structural applications, 55NiCrMoV7 

holds advantages in low-cycle scenarios, as well as 

thermal resistance and cyclic toughness, 

particularly in high-load or thermally demanding 

environments. These findings may be used to guide 

material selection in designing metalworking 

machinery, as the price of 55NiCrMoV7 can be up 

to three times higher than that of STRENX 700, 

depending on grade/form and sourcing, although the 

difference is usually not that great. 
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1. Introduction

Headless screws are commonly used fasteners in

mechanical engineering, especially in applications 

where the screw must be flush with the surface it 

secures. 

In real working conditions, this type of screw is 

often exposed to axial forces, which may result from 

tightening or from external loads. Therefore, it is 

important to understand how axial force affects a 

headless screw connection in order to ensure a 

reliable and strong joint. Monitoring the axial force, 

which may be either tensile or compressive, is a key 

factor in maintaining joint safety and preventing 

plastic deformation. 

Recent studies have explored various non-

destructive methods for determining axial force in 

screws. One such method is the ultrasonic technique 

based on the acoustoelastic effect, where the screw 

is divided into specific zones and the measurement 

error is typically below 10% [1]. By introducing 

corrections to the clamping length and using 

suitable sensors, this error can be reduced to below 

3% [2]. In addition, advanced ultrasonic 

technologies allow for more accurate measurements 

by eliminating errors caused by poor sensor contact 

with the material [3]. On the other hand, 

experimental methods are used as a complement, as 

they are performed under actual load conditions and 

take into account factors such as friction and 

microslip [4,5]. 

The aim of this paper is to experimentally 

determine the axial force occurring in headless 

screws used to connect the outer and inner parts of 

a mechanical joint. The behavior of the screws 

under compressive load will be analyzed, and the 

results will contribute to a better understanding of 

the mechanical performance of headless screw 

connections. 

Future research will focus on modifying screw 

parameters in order to examine whether the length 

and diameter of the screw affect its strength and 

behavior under load. In addition, the influence of 

repeated (cyclic) loading on headless screws will 

also be considered. 

2. Connection achieved using headless

screws

 For the experimental investigation of axial force 

in the screws, it was necessary to create a prototype 

of the joint. 

To connect the outer and inner parts of the joint, 

shown in Figure 1, headless screws were used. 

These screws conform to the DIN 913 standard, 

with a size of M5 and a length of 6 mm [6].

Fig. 1. Prototype of the joint connected with headless 

screws 

Six holes for screws were made on each side of 

the joint to ensure repeatability of the experiment 

and to reduce possible random errors during testing 

or result analysis. 

The tests were carried out on a SHIMADZU 

servohydraulic pulsator (testing machine) designed 

for precise testing of the mechanical properties of 

various materials. 
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This machine has the following specifications: 

• Maximum force capacity: 100 kN,

• Operating frequency range: 0.01 Hz to 200

Hz,

• Force measurement accuracy: ±0.5% of full

scale (FS),

• Stroke length: ±50 mm.

The test involved applying  an axial compressive 

force with the pulsator on the inner part of the joint, 

which moves vertically downward, while the outer 

part of the joint was fixed. This setup generates axial 

force in the screws. Controlled axial loading was 

applied, and both the force and deformation of the 

screws were continuously measured. 

To mount the prototype joint on the pulsator, it 

was necessary to design and manufacture additional 

auxiliary components: A plate fixed to the lower 

part of the pulsator, on which a hollow profile rests. 

The hollow profile is a separate component that 

rests partially on the plate and partially supports the 

outer part of the joint. The third and final component 

is a cylindrical part that fits into the upper jaw of the 

pulsator. During the experiment, this part applies 

pressure to the inner part of the joint. This is 

achieved by the gradual lowering of the upper part 

of the pulsator. 

Figure 2 shows the main components of the joint 

and the auxiliary parts used for mounting the joint 

on the pulsator. 

Fig. 2. Assembly of the joint and auxiliary components 

on the pulsator. 

The plate is mounted on the lower part of the 

pulsator and is secured to it with two M15 screws to 

ensure a rigid connection between the joint structure 

and the pulsator. 

This step is very important to prevent any 

movement of the joint during the experiment, as 

such movement would significantly affect the 

accuracy of the test results. 

The joint is connected to the upper part of the 

pulsator through a component that fits into the jaw, 

where the jaw clamps firmly hold this part in place. 

3. Axial force on a headless screw

connection

In this study, the screws were tested under a 

static load of 60 kN. 

Figure 3 shows the assembly of the joint 

prototype along with auxiliary components 

mounted on the pulsator before applying the axial 

compressive force. 

Fig. 3. Assembly of the joint and auxiliary components 

on the pulsator. 

To obtain accurate results, the experiment was 

repeated multiple times. In total, six test series were 

performed. 

The first three series involved testing two 

screws, size M5 and length 6 mm, positioned 

opposite each other. The distance between them was 

equal to the diameter defining the spacing of the 

screw holes, which in this case was 80 mm. 

Gradual movement of the upper part of the 

pulsator applies force to the inner part of the joint 

via a component that fits into the jaw of the upper 

part of the pulsator. 

The force increased steadily from 0 up to 

approximately 11 kN. The moment when the force 

80



reached its maximum value was considered the 

point of failure.  

From that point, the force dropped significantly, 

indicating the end of the test series. The results 

recorded by the pulsator’s software were then saved 

in Microsoft Excel for further analysis. 

In addition to force measurement, the software 

was set to continuously monitor the displacement of 

joint components during the application of force. 

After the test, the joint was removed from the 

pulsator and prepared for the next series by 

installing new screws between the outer and inner 

parts of the joint. The entire assembly was then 

remounted on the machine. This procedure was 

repeated three times. 

Figure 4 shows the joint assembly after the first 

test series. The inner part of the joint is visibly 

displaced from its initial position, and damage to the 

screws can be seen. 

Fig. 4. Assembly of the joint and auxiliary components 

on the pulsator after the first test series. 

The fourth, fifth, and sixth test series were 

performed by rotating the joint 180°.  

This was made possible by the sufficient length 

of the hollow profile supporting the outer part of the 

joint. The purpose of rotating the joint was to ensure 

repeatability and achieve more accurate results. 

During the testing, three different failure 

scenarios were observed, where either one or a 

combination of them could occur: 

1. Damage to the thread on the inner side of

the joint,

2. Damage to the thread on the outer side of

the joint,

3. Damage to the thread on the contact surface

between the joint parts, i.e., damage to the

screw thread.

Figure 5 shows (a) the outer part of the joint and 

(b) the screws after the fourth test series. The images

display the damage that occurred to the joint

components during the experiment.

(a) (b) 

Fig. 5. (a) Outer part of the joint and (b) screws after 

the fourth test series. 

The last, sixth test series was performed with a 

single headless screw of the same dimensions as in 

the previous tests, instead of two screws. 

4. Results

During the tests, the screws were subjected to a

static compressive force that continuously increased 

from 0 kN up to the maximum force, which varied 

slightly between each test series. 

The force values were measured continuously 

throughout the experiment. These values were 

recorded by the pulsator’s software. At the end of 

each test series, the results were transferred to 

Microsoft Excel for further processing. 

In addition to force, deformation values were 

also recorded. The deformation increased 

proportionally with the force until the maximum 

force was reached. From that point until the end of 

the series, the deformation began to decrease 

sharply. 

Figure 7 shows a diagram of the results, 

illustrating the relationship between force and 

deformation for all six-test series.  

The diagram displays the Z-axis representing the 

change in force, while the Y-axis represents the 

change in deformation dependent on the force. 

81



Results from all series are combined into one 

diagram and are distinguished by different colors. 

Fig. 7. Diagram of force versus deformation for six test 

series of headless screws. 

As seen from the diagram, the compressive force 

sharply increases until it reaches the maximum 

value, which is similar for five repeated test series. 

This indicates that the experiment was performed 

correctly, with a low percentage of random errors. 

The cause of the small differences in values is 

difficult to determine. Random errors in the 

experiment may arise from instrumental variations, 

including temperature fluctuations, voltage 

variations, or mechanical vibrations. 

The first five test series examined the effect of 

compressive force on two headless screws, size M5 

and length 6 mm, with a maximum force of 

approximately 11 kN.  

Further evidence of the experiment's validity and 

relevance of the results is shown by the sixth test 

series. This series tested the behavior of a single 

screw of the same dimensions under compressive 

load, where the maximum force was almost half 

compared to the tests with two screws. The 

maximum force value in this case was around 6 kN. 

5. Conclusion

The experimental investigation of the effect of

axial force on a headless screw connection, 

performed using a servohydraulic pulsator, enabled 

the analysis of the joint behavior under static 

compressive load. This study determined how 

headless screws behave under load and the 

maximum forces they can withstand. 

The results showed that two screws of size M5 and 

length 6 mm can withstand a force of approximately 

11 kN, while a single screw of the same dimensions 

can withstand a force of about 6 kN. 

Three types of possible damage were observed: 

on the internal threaded part of the joint, on the 

external part, and on the screw itself, indicating the 

complexity of the screw connection behavior under 

load. 

The obtained results contribute to a better 

understanding of the mechanical behavior of such 

connections, provide a foundation for future 

research, and can serve as a basis for the design or 

optimization of connections using headless screws. 
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1. Introduction

Expendable turbojets, typically in thrust range

from 40 to 400 daN, are used in target drones and 

missiles. Because of their usage they are designed 

to be simple and cheap rather to have some 

challenged performances according to [1],[2] and 

[3].   Also, because of their applications they are not 

requiring rigorous certifications as turbojets for man 

applications. Usually they are certificated together 

with the system in which they are installed. This 

paper is presenting experiences with initial 

prototype testing. At the moment when designed 

engine is produced and when some of component or 

subsystem testing are finished, we have to start with 

the very first tests. The point is that we will have to 

check performance of the engine which has to be 

running for the first time. If everything is fine during 

the first test and the results are very similar to 

expecting values it will be perfect. But usually in the 

engineering world it will not be the case. More than 

this we have to solve many small issues until we can 

run the prototype engine with confidence. On the 

other hand these days time for development is very 

limited, it is expected that such engine is ready for 

serial production in 12 to 18 months and 

consequently it is very important to accurately 

understand possible problems during initial testing. 

If we make wrong conclusions it will delay assigned 

development time and possibly come in position 

that development went to wrong direction. 

Technical papers usually describe achieved results 

but without complete picture of problem which they 

have to overcome in order to achieve development 

goals. With such motivation the material discussed 

at this paper describes what had to done to make 

prototype engine to run correctly and refers to the 

turbojet engine TJE-200 at the EDePro company.  

2. Engine description

Turbojet engine TJE-200 consists of three stage

axial compressor, through flow combustor with 12 

centrifugal atomizers and single stage axial turbine, 

cross section of the engine is shown at Fig. 1. 

Maximum thrust is 185 daN and maximum rpm is 

39450. The specific fuel consumption of the engine 

is 1.35 kg/danh. The maximum diameter of the 

engine is 270mm, while dry weight is 35kg. The 

starting system is air impingement at turbine, 

ignition is made by electric spark plug. Lubrication 

is based on spill out oil or kerosene system. The 

engine has directly coupled electric generator with 

maximum electric power of 1.5kW. The generator 

is directly coupled to engine shaft by means of 

innovative self-designed magnetic coupling which 

was the best solution in terms of vibrations 

comparing to commercial elastic coupling 

solutions. The compressor rotors were produced by 

CNC machining from steel 17-4 PH, while stators 

were produced from investment casted aluminum 

alloy. The combustor liner was produced from 310 

stainless steel, while turbine rotor and stator were 

produced by investment casting of Inconel 713C 

according to [4]. The engine was balanced with 

maximum unbalance of 2gmm. The compressor, 

combustor and turbine were designed by EDePro 

company developed software based on previous 

empirical and experimental data. 
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Fig. 1 Turbojet engine TJE-200 cut view 

The engine rotor is supported at two elastic 

supports because the length of the shaft and rpm are 

not allowing rigid supports, according to [5] and [6]. 

Previous rotordynamic tests were performed to 

verify design and estimate the value of rotor 

displacement during operation. Photo from 

rotordynamic tests is shown at the Fig. 2. 

Fig. 2 Dummy rotor at rotordynamic test stand 

3. Engine first tests

The first engine test shown the compressor surge

issues during the starting approximately around 

50% of the maximum rpm. In order to clarify the 

nature of the problem next test was done without 

nozzle. That test was successful with engine 

performances as expected. The position of the 

working line at the compressor map was in the 

expected range so the conclusion was that the 

problem was due to exhaust nozzle. Actually, the 

shape of the initial exhaust nozzle was dictated by 

some structural analysis results which shown that 

there are possible natural frequencies in the working 

range. After second analysis it was concluded that 

there is no force which could excite nozzle at 

desired frequency and that it will be almost 

impossible to satisfy required shape and pressure 

drop of the nozzle and to avoid such natural 

frequencies. The next tests were made without 

exhaust nozzle to verify mechanical behavior of the 

engine until the new designed nozzle was produced, 

as shown at the Fig. 3. The working lines without 

nozzle, with nozzle without central body and with 

final design nozzle are shown at the Fig. 4. 

Fig. 3. TJE-200 at test without nozzle 

The second issue during the first engine runs were 

increased level of vibrations during starts. Because the 

tests of rotordynamics which were done before engine 

tests it was obvious that increased vibrations are possibly 

due to some contacts between rotor and casing. After 

disassembling it was evident that there were contact 

between PTFE seals positions at compressor stators and 

compressor shaft. Because the compressor stators were 

assembled as two half’s due to assembling it was very 

difficult to ensure the correct gap. As a solution, the 

radial gap was increased. No any contacts were detected 

in the following tests. 

Electric 

generator 

Compressor 

Combustor 

Turbine 

Nozzle 

Front 

bearing 

Rear 

bearing 
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Fig. 4. Different working lines for different nozzles 

The third problem during initial testing was related to 

electric generator caused vibrations. The first tests were 

carried out without electric generator which is directly 

coupled with engine shaft. Initial solution was to use the 

elastic commercial coupling. Although the coupling was 

factory balanced the increased vibrations were 

encountered. The reason was that the engine is supported 

at two elastic supports and when elastic coupling was 

connected to the shaft it was driven out of axis and it was 

producing undesirable unbalance. The problem was 

solved with innovative solution. Since that power and 

torque which have to be transferred by coupling are small 

(1.5kW and 0.35Nm) we introduced self-designed 

magnetic coupling. One part of the coupling is at the 

engine shaft and another at the generator shaft, with axial 

gap of around 1.5mm. The logic was simple, if the 

generator is not in direct contact with engine shaft it will 

not be able to produce vibrations. More than this, the 

engine can be balanced together with magnetic coupling. 

The fourth major problem was related to the turbine 

stator vanes overheating. After most of the tests engine 

was disassembled in order to check component 

conditions. When the overheating problem was noticed 

at the turbine stator vane leading edge the small analysis 

was made. As the efficiency of the engine was ok it was 

concluded that overheating is consequence of non-

uniform temperature field at the combustor exit. It was 

difficult to conclude at which regime it is dominant, 

starting or working. However, the actions were made to 

minimize that effect: the small pipes were introduced in 

each second dilution hole to enhance mixing (but with 

minimum effect on pressure drop) and the pressure swirl 

atomizers were replaced with smaller one in order to 

minimize droplet size especially during starting. After 

these changes no overheating issues were noticed.  

The fifth problem which is worth to mention was rear 

bearing temperature. The lubrication system is of spill-

out type. It means that the oil is injected in the bearing 

and then spilled out into the main flow. In order to 

minimize the flow rate of the oil and consequently losses 

of the oil the minimum portion of the oil is required. It is 

maintained with system of valves which are opened and 

closed with desired frequency. The so-called secondary 

air of the engine is used to transport that oil into the main 

flow and it is shown at the Fig. 5 and Ref. 1. 

Fig. 5. Description of the secondary air flow 

The point was that through rear bearing is passing the air 

taken from after the compressor which has temperature 

of around 180 oC at the maximum rpm. Although bearing 

maximum temperature is declared as 250 oC we wanted 

to keep that temperature below 150 oC. Initially, very 

small amount of oil was injected (around 0.3g/s) and 

consequently the temperature of the bearing was always 

higher than temperature of incoming air. When the oil 

flow is increased to level of 1.5g/s the bearing 

temperature falls below air temperature. Again, since that 

oil is loosed it is more practical to use fuel for that 

purpose as in Ref. 2. The final solution is based on 

kerosene spill out system, small amount of fuel is injected 

into bearing area. Typically it increases specific fuel 

consumption for about 2-3% but avoiding any element in 

the lubrication system. 

The summary of initial problems and corrections 

made are shown in the Table 1 and in the Fig. 6. 

Table 1. Summary of the corrections 

problem correction 

Compressor surge Nozzle redesign 

Increased vibration 

levels 

Labyrinth seal gap 

correction 

Electric generator 

increased vibration 

levels 

Coupling redesign 

Turbine stator vanes 

overheating 

Corrected combustor 

dilution zone 

Rear bearing 

temperature above 

desired limit 

Corrected oil amount and 

lately switch to kerosene 

lubrication 
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Fig. 6. TJE-200 corrections during initial testing 

4. Conclusion

The initial engine testing is presented. The

mentioned work was done from June to December 

2018. i.e. in the period of six months. We have to 

underline that for one newly designed and produced 

engine engineers have to understand the behavior of 

the engine presented through measured data and 

through engine component conditions. It is very 

important to use knowledge, experience and logic to 

come to correct conclusion and perform appropriate 

action. Otherwise, wrong conclusions may drove to 

completely opposite side of solution causing loses 

of time allowed for certain project. The main 

contribution of these work is real now-how process 

in limited time line. 

Fig. 7. Final version of the turbojet engine TJE-200 

with subsystems at the test stand   
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1. Introduction

Rolling bearings are essential components in a

wide range of mechanical systems, where they 

support loads and enable relative motion with 

minimal friction. Their operational reliability and 

service life strongly depend on the mechanical 

properties of the rolling elements. 

Among various surface and heat treatment 

techniques, Deep Cryogenic Treatment (DCT) is a 

promising method for enhancing the performance of 

bearing steels. DCT is a process in which materials 

are cooled to cryogenic temperatures (typically 

below −150°C), maintained at that temperature for 

a defined period, and then gradually reheated under 

controlled conditions. This process leads to several 

beneficial microstructural changes, such as the 

transformation of retained austenite into martensite, 

precipitation of fine carbides, and redistribution of 

internal stresses. These effects can contribute to 

improved hardness, dimensional stability, and 

fatigue life. 

For this research, bearing balls were selected 

because of their distinctive cooling patterns. Unlike 

bearing rings, which generally cool evenly, bearing 

balls experience notable temperature differences 

between their outer surface and inner core during 

cooling. These thermal gradients can influence 

residual stress distribution and microstructural 

evolution, making balls an excellent subject for 

studying the effects of DCT. 

This study investigates the influence of multi-

cycle Deep Cryogenic Treatment on the hardness of 

bearing balls made of 100Cr6 steel, intended for use 

in standard deep groove ball bearings (types 6306, 

6308, and 6310). The test specimens were 

commercially available balls, previously subjected 

to conventional quenching (Q) and tempering (T). 

The aim is to determine whether DCT, when applied 

as an additional treatment after Q-T, leads to 

significant changes in hardness and whether the 

treated rolling elements maintain hardness values 

within the range required for reliable bearing 

operation.  

2. Literature review

Numerous studies have demonstrated that the

observed increase in hardness following DCT is 

largely attributed to the ultra-low temperatures used 

in the process. These conditions promote a more 

complete transformation of retained austenite into 

martensite—a significantly harder phase—than 

what is typically achieved through Conventional 
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Heat Treatment (CHT). Moreover, DCT can trigger 

the precipitation of fine secondary carbides and 

refine the microstructure, contributing to improved 

hardness through dispersion strengthening 

mechanisms. 

To achieve a more comprehensive understanding 

of the effects of DCT on bearing steels, researchers 

have explored a wide range of treatment parameters, 

including soaking temperature and time, sample 

geometry, and thermal treatment sequences. 

For example, a study [1] reported that cylindrical 

specimens of AISI 52100 steel (18 mm diameter, 10 

mm height) showed a reduction in retained austenite 

from 14% to 3% after DCT at −180°C for 24 hours. 

This transformation corresponded with a 15% 

improvement in hardness. Similarly, another study 

[2] involving the same steel, 100Cr6, found that

samples of 6 mm diameter and 6 mm height, treated

at −185°C for 24 hours, exhibited an 18% increase

in hardness. These enhancements were attributed

not only to austenite-to-martensite transformation,

but also to the precipitation of secondary carbides

and grain refinement of martensite.

In [3], a different experimental setup employed 

a heat treatment sequence of quenching, tempering, 

DCT, and final tempering (Q–T–DCT–T) on 10 mm 

× 10 mm cylindrical samples made of AISI 52100 

steel. The authors identified four main mechanisms 

responsible for property improvements: martensitic 

transformation of retained austenite, formation of 

eta-phase carbides, precipitation of ultrafine 

carbides, and enhanced microstructural uniformity. 

This sequence improved hardness by 10% 

compared to CHT. 

Despite significant research efforts on standard 

test specimens (such as plates or cylinders), 

experimental data on the behavior of actual rolling 

elements remains scarce.  

In the authors’ previous study [4], bearing balls 

were subjected to a single-cycle DCT with a soaking 

temperature of −160°C for 24 hours, using cooling 

and heating rates of 1.5 K/min. For all bearing ball 

types, the change in hardness after DCT was less 

than 1%. The present investigation extends previous 

work by examining the effects of multi-cycle DCT 

on bearing balls. 

Multi-cycle deep cryogenic treatment (DCT), 

involving repeated cooling and heating cycles, has 

been less frequently studied, especially in the 

context of bearing materials. 

In [5], high-vanadium alloy steel was 

investigated under various DCT conditions, 

including two, four, and eight cycles with short 

soaking times, as well as single-cycle treatments 

with extended durations. The results indicated that 

both an increased number of cycles and prolonged 

cryogenic exposure led to a reduction in hardness, 

which was attributed to stress relaxation and 

changes in microstructural transformations. 

This study focuses on exploring the effects of 

multi-cycle DCT on the hardness of commercially 

available 100Cr6 steel bearing balls, aiming to 

determine the treatment’s potential as an additional 

step following quenching and tempering. 

3. Experimental samples

The test specimens used in this study were

rolling elements (balls) manufactured for use in 

6306, 6308, and 6310 deep groove ball bearings, 

which are commonly used in conveyor idlers and 

other industrial applications. 

The average diameters of the bearing balls were 

approximately 12.303 mm (6306), 15.081 mm 

(6308), and 19.052 mm (6310). All balls were made 

from 100Cr6 steel (SAE/AISI 52100), a high-

carbon chromium alloy steel widely used for rolling 

bearing elements. This steel grade is classified as 

ball and roller bearing steel according to the SRPS 

EN ISO 683-17:2023 standard [6]. 

Table 1. Chemical Composition [%] of Bearing 

Steel 100Cr6 

Chemical 

composition 

[%]: 

C Si Mn Cr other 

1.00 0.25 0.35 1.50 - 

All bearing balls were obtained in commercially 

available form, having already undergone 

conventional quenching and tempering. As a result, 

the DCT was applied after these standard heat 

treatments, rather than between quenching and 

tempering as is typically the case in some DCT 

protocols. 

4. Process Parameters for Multi-Cycle Deep

Cryogenic Treatment

The bearing balls were subjected to a multi-cycle 

DCT with the aim of investigating the effects of 

repeated thermal exposure on material properties. 

The full temperature–time profile is shown in 

Figure 1. 
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Fig. 1. Temperature Profile of Multi-Cycle 

Cryogenic Treatment 

The process started at room temperature (~20°C) 

and involved a gradual cooling at a rate of 1.5 K/min 

down to a soaking temperature of −160°C, where 

the samples were held for 1 hour. After the 

cryogenic soak, the samples were heated to +180°C 

and again held for 1 hour. This cooling–heating 

cycle was repeated five times in total. After the final 

heating stage, the samples were cooled back to room 

temperature in a controlled manner, at a cooling rate 

of 1.5 K/min, to minimize thermal shock. 

The treatment was performed in cryogenic 

chamber KK2000 using gaseous nitrogen as the 

cooling medium, under carefully controlled 

conditions to avoid thermal material shocking. 

5. Hardness measurement

The hardness of the bearing balls was measured

using the Zwick Roell ZHU 2.5 Universal Hardness 

Testing Machine, located in the accredited LIMES 

Laboratory (Laboratory for Testing of Machine 

Elements and Systems) at the Faculty of Mechanical 

Engineering, University of Belgrade. 

Fig. 2. Zwick Roell ZHU 2.5 Universal Hardness 

Testing Machine (LIMES Laboratory, University of 

Belgrade) 

The Rockwell hardness test was conducted in 

accordance with the latest standard SRPS EN ISO 

6508-1:2024 [7], which replaced the previous SRPS 

EN ISO 6508-1:2017 version as of January 31, 

2024. This national standard corresponds to the 

international EN ISO 6508-1:2023, titled Metallic 

materials – Rockwell hardness test – Part 1: Test 

method. 

The Rockwell method determines hardness 

based on the depth of penetration (h) caused by a 

specific indenter under a controlled loading 

sequence, including a preload (minor) and total 

(major) force. 

In this experiment, the HRC scale was used, 

employing a diamond cone (conical) indenter, 

which is standard for testing harder materials. The 

preload was 98.07 N, while the total force applied 

reached 1.471 kN. The HRC scale constants are N 

= 100 and S = 0.002 mm, leading to the following 

formula for calculating hardness:  

𝐻𝑅𝐶 = 100 −
ℎ

0.002
. (1) 

According to [8], the required hardness range for 

bearing balls is between 58 and 66 HRC, ensuring 

adequate performance and resistance to wear during 

operation. 

6. Results

The measured hardness values of the bearing

balls before and after the applied multi-cycle DCT 

are presented in Table 2. A slight decrease in 

hardness was observed across all three bearing types 

(6306, 6308, and 6310) following the treatment. The 

reduction ranged from 1.7 to 2.4 HRC, 

corresponding to a 2.59% to 3.72% decrease in 

hardness. 

Despite the observed reduction, all hardness 

values after DCT remained within the 

recommended range of 58–66 HRC. It is important 

to note that a minor reduction in hardness does not 

necessarily imply a loss in overall material quality.  

Table 2. Initial and Post-Treatment Hardness Values of 

Rolling Bearing Balls 
Hardness 

Before 

DCT 

[HRC] 

Hardness 

After DCT 

[HRC] 

Change 

[HRC] 

Percentage 

change 

[%] 

6306 64.5 62.8 -1.7 2.64 

6308 64.6 62.2 -2.4 3.72 

6310 65.6 63.9 -1.7 2.59 

A similar trend was observed in [4], which 

applied a single-cycle DCT with a soaking 

temperature of −160°C for 24 hours and identical 
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cooling/heating rates of 1.5 K/min. Despite the 

extended soaking duration, the results also indicated 

a slight decrease in hardness after treatment, 

suggesting that DCT does not universally lead to 

increased hardness. 

7. Conclusions

Rolling bearings are critical and widely used

machine elements, making continuous 

improvement of their performance essential. One 

method employed to enhance the properties of 

metallic materials is DCT. Researchers have 

extensively investigated the effects of single-cycle 

DCT on bearing materials, whereas the influence of 

multi-cycle DCT remains relatively unexplored. 

Also, specimens were primarily cylindrical or disc-

shaped, rather than actual rolling elements. In this 

study, commercially available rolling bearing balls 

were selected as specimens. Balls were chosen due 

to the significant thermal gradients between their 

surface and core, which are expected to make DCT 

effects on the material’s microstructure more 

pronounced than in bearing rings. 

This study examined the influence of multi-cycle 

DCT on the hardness of rolling bearing balls made 

of high-carbon chromium steel 100Cr6 (SAE/AISI 

52100), which had previously undergone 

conventional quenching and tempering. The DCT 

process was precisely controlled, involving slow 

cooling and heating rates of 1.5 K/min, five 

repeated cryogenic cycles with a soaking 

temperature of −160°C held for 1 hour, followed by 

tempering at +180°C for 1 hour, and the use of 

liquid nitrogen as the cooling medium in a 

cryochamber. 

The Rockwell hardness (HRC) measurements 

showed a slight decrease in hardness after DCT, 

ranging from 1.7 to 2.4 HRC, corresponding to a 

reduction of approximately 2.6–3.7%. However, all 

treated samples remained within the standard 

hardness range for bearing balls (58–66 HRC), 

indicating that the treatment did not compromise 

their applicability in rolling bearing systems. 

Although a reduction in hardness was observed, 

this does not necessarily imply a decrease in overall 

performance. DCT is known to improve other 

material properties such as wear resistance, 

dimensional stability, reduction of residual stresses, 

and microstructural refinement. These benefits 

cannot be fully evaluated through hardness alone. 

Future work will focus on additional 

characterization, including residual stress analysis, 

surface roughness, and dimensional stability, to 

gain a more comprehensive understanding of the 

impact of multi-cycle DCT on rolling bearing 

elements, as previously outlined in [9]. 
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1. Introduction

Fused Deposition Modeling (FDM) 3D printing

of fiber-reinforced composites involves a complex 

interplay of materials, processing parameters, and 

environmental conditions that all influences 

resulting mechanical properties [1]. Different 

measurement methods are used to evaluate these 

effects on the final materials properties and 

performance. This paper presents experimental and 

analytical methods for determining interlaminar 

shear strength of PLA/PVDF composites made by 

FDM 3D printing. 

2. Influential Factors in FDM 3D Printing of

Composites

Fabrication of composites can be realised by

FDM 3D printing which is a low-cost promising 

technology, but there are still significant challenges 

related to dimensional accuracy, repeatability and 

mechanical properties, due to a number of different 

influential factors governing the printing process, 

thus reflecting the final composite properties. In 

Main groups of influential factors and possible 

variables, for FDM 3D printing of fiber reinforced 

composites, are shown in Fig.1, including the 

variables representing the influence of the filament 

materials, processing parameters and external 

influences. For example, in the case of fiber 

reinforced composites, different methods are used 

for short, continuous or nano/micro reinforcing 

fibers [1–3]. Material-related factors essentially 

determine how the composite will be produced, 

including the subsequent measurement and 

characterization techniques to be used. Matrix 

material, fiber material and weight or volume 

fraction of reinforcements, together with fiber 

orientation (alignment during extrusion or 

intentionally designed in certain way) will further 

reflect on the interfacial bonding or adhesion 

between fiber and matrix. 

Fig. 1. Influential factors in FDM 3D printing of 

composites. 

Process parameters have a major influence on 

the final composite properties [4]. Nozzle 

temperature affects matrix viscosity and fiber 

wetting and bed temperature influences adhesion 

and warping. Print speed impacts fiber alignment 

and extrusion consistency. Layer height affects 

interlayer bonding and surface finish, while raster 

angle and print path control internal structure and 

anisotropy, whereas infill density and selected 

pattern influences stiffness and strength. The 

cooling rate affects residual stresses and 

crystallinity.  

Printer hardware like nozzle diameter limits 

fiber size and deposition rate and depending on the 

extrusion system (single or multiple nozzles) 

different phases within the composite can be 

simultaneously printed or not. Bed leveling and 

calibration affects dimensional accuracy. Ambient 

temperature and humidity affect material flow and 

bonding and moisture absorption is especially 

critical for hygroscopic materials. 
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3. Measurement and Characterization

Methods

Different characterization methods are used for

composites depending on the targeted material 

properties and specific applications. Mechanical 

properties can be determined by different methods, 

including tensile testing (ASTM D638 or ISO 527) 

to measure strength, modulus, elongation; flexural 

testing (ASTM D790) for bending behavior; impact 

testing (e.g. Charpy or ASTM D256) to assess 

toughness; interlaminar shear strength (ASTM 

D2344) for delamination resistance. Microstructural 

analysis is commonly done using scanning electron 

microscopy (SEM) to observe fiber-matrix 

interface, porosity and failure modes, while optical 

microscopy is used for layer morphology and fiber 

distribution analysis. The 3D internal structure, 

porosity and voids can be characterized through 

computed tomography (CT). 

Thermal properties can be determined through 

differential scanning calorimetry (DSC) that can 

provide data on crystallinity, glass transition 

temperature (Tg) and melt temperature (Tm) and by 

using thermogravimetric analysis (TGA) for fiber 

content and thermal stability. Dynamic mechanical 

analysis (DMA) is advanced technology that can 

provide valuable data for dynamical mechanical 

behavior, including material viscoelastic behavior 

and damping. 

Depending on the material type and final 

application, rheological behavior can be also 

demanded to determine flow behavior of composite 

melt or viscosity as a function of shear rate [5]. 

Dimensional and surface quality are very important 

and challenging with FDM printing since the 

printed parts commonly experience certain degree 

of warping in the case of poorly selected printing 

parameters, such as nozzle temperature not in 

accordance with Tg temperature of the printed 

materials. Post processing is usually applied to 

provide adequate surface roughness. 

3.1 Interlaminar Shear Strength (ILSS) 

Interlaminar Shear Strength (ILSS) is a critical 

mechanical property in laminated or layer-based 

structures, such as those produced by FDM printing, 

where layer bonding and interlayer adhesion is 

inherently weaker due to the layer-by-layer nature 

of the process. It reflects the material’s ability to 

resist sliding between layers, which is often a failure 

mode in 3D printed composites and especially 

pronounced in the case of fiber reinforced 

composites. In laminated composites (like FDM-

printed parts), interlaminar shear refers to in-plane 

shear between adjacent layers. These layers are 

typically bonded by weaker adhesive forces (e.g., 

diffusion bonding or partial melting in FDM). ILSS 

represents the maximum shear stress that a 

composite material can sustain between its layers 

before failure occurs. For FDM printing, it is 

necessary to ensure consistent fiber orientation, 

layer thickness, and infill pattern, whereas surface 

finish and voids can significantly affect results. The 

characterization of such samples needs to capture 

interlayer effects, by testing samples in different 

build directions (XY, XZ, YZ). 

Shear stress in layered materials is calculated 

according to the equation (1): 

𝜏 =
𝐹

𝐴
(1) 

where 𝜏 is shear stress, 𝐹, applied load parallel 

to the surface and 𝐴, area over which the load is 

applied. However, this basic formula assumes 

uniform shear over a flat interface, which is not the 

case in practice. Therefore, we use mechanical test 

methods that induce a dominant interlaminar shear 

stress state. 

Standard methods to measure ILSS, commonly 

using universal testing machine, are short beam 

shear test (SBS) (ASTM D2344, ISO 14130), 

double notch shear test (ASTM D3846) and 

Iosipescu shear test (ASTM D5379). Additionally, 

digital image correlation (DIC) with high-resolution 

digital cameras is an optical method that tracks 

surface deformation to measure full-field strain 

distribution and is often used together with other 

standard tests for more insight into strain 

localization. 

3.2 Short Beam Shear (SBS) 

The SBS test is the most common method for 

measuring ILSS, relying on a three-point bending 

setup with a very short span-to-thickness ratio 

(~4:1). The test induces shear stress primarily in the 

mid-plane. In a beam under three-point bending, 

stress distribution includes bending stresses (normal 

stress) and shear stresses (transverse shear). A short 

span increases the shear component relative to 

bending, forcing failure in shear rather than in 

tension/compression. Therefore, the interlaminar 

shear stress is maximized at the mid-plane (neutral 

axis) of the beam, and can be calculated as 

approximate maximum shear stress (at neutral 

plane), according to the equation (2):  

𝜏 =
0.75 𝐹

𝑏∙𝑑
(2) 
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where 𝐹 is maximum load before failure, 𝑏 is 

sample width 𝑑, is sample thickness. This formula 

is derived from beam theory using first-order shear 

deformation theory (FSDT) and assumes: uniform 

shear stress distribution over the mid-plane; linear-

elastic, isotropic behavior and negligible friction or 

support compliance. 

Flexural Strength (𝜎𝑓) is also typically measured

using a 3-point bending test (ASTM D790), 

according to the equation (3): 

𝜎𝑓 =
3𝐹𝐿

2𝑏𝑑2 (3) 

where 𝜎𝑓 is Flexural strength (MPa), 𝐹 is load at

fracture, 𝐿 is support span, 𝑏 is sample width and 𝑑 

is sample thickness. 

Materials characterization in scope of ILSS tests 

commonly include determination of failure modes 

and stress concentrations since ILSS tests often 

show delamination between layers, shear-induced 

cracking at the layer interface and fiber pull-out or 

matrix cracking. The point of the first significant 

load drop in the force-displacement curve typically 

indicates interlaminar shear failure. Microstructural 

properties such as layer adhesion (especially in 

FDM), voids/porosity, reinforcing fiber orientation 

and length and thermal residual stresses have 

significant effects on interlaminar shear strength. 

Standard SBS test for ILSS has certain limitations. 

The SBS test is not purely shear-dominant, and 

some bending stress exists. It is sensitive to sample 

geometry and surface quality. Stress redistribution 

or plasticity within composite phases can result in 

overestimate of ILSS. In FDM, results can vary 

significantly based on build direction and layer 

adhesion quality. 

ILSS measurement can be complemented by 

considering advanced methods like finite element 

modeling (FEM) modelling that simulates 3D stress 

states and identifies true shear distributions, 

including possibility to account for nonlinear or 

viscoelastic material behavior. Furthermore, digital 

image correlation (DIC) can capture real-time strain 

fields, validating assumptions of uniform shear. 

Fractographic analysis is commonly used to analyze 

fracture surfaces and confirm interlaminar failure. 

4. Case study

FDM 3D printed composite samples were made

of polylactic acid (PLA) matrix, reinforced with -

phase polyvinylidenfluorid (PVDF) fibers [6]. We 

tested several build orientations, with pronounced 

differences between [0, 90] and [-45, +45] 

orientations (Fig 2a), regarding Interlaminar Shear 

Strength (ILSS). We performed uniaxial tensile test 

(Fig 2b) and three-point bending test (Fig. 2c). 

Samples with [-45, +45] orientation showed better 

tensile strength, since they could endure 

significantly higher strain in comparison to [0, 90] 

(almost two-fold increase). The point of the first 

significant load drop in the force-displacement 

curve that indicates interlaminar shear failure (Fig. 

2c) was significantly higher in the case of samples 

with [-45, +45] orientation (approx. 10 mm 

displacement) compared to [0, 90] samples (approx. 

6.9 mm displacement), thus indicating significantly 

better shear strength for [-45, +45] samples.  

Fig. 2. a) Design of samples for 3D printing; b) Stress-

strain curves for tensile tests; c) Load – displacement 

curves for three-point bending tests 

Calculated values of interlaminar shear strength 

(ILSS) and flexural strength, according to the 

equations (2) and (3) and geometrical dimensions of 

the samples (width of 12.7 mm and thickness of 3.4 

mm), are given in Table 1. These values are rough 

representations since they do not account for several 

other influential factors that need to be considered.  

Table 1. Calculated approximate values of 

Interlaminar Shear Strength (ILSS) and Flexural 

strength 
Maximum 

load before 

failure [N] 

Interlaminar 

Shear Strength 

(ILSS) [MPa] 

Flexural 

strength 

[MPa] 

[0, 90] 98 1.70 61.33 

[-45, +45] 100 1.74 59.03 

The numerical difference is small (0.04 MPa or 

about 2.35% difference) and may fall within the 

margin of experimental error or standard deviation 

of the testing method. Horizontally built [0, 90] 

samples may exhibit weaker interlayer bonding 

leading to lower ILLS. Inclined [-45, +45] samples 
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may allow better layer fusion, sometimes improving 

ILLS. Even a small improvement like 2.35% 

difference can suggest enhanced fusion or reduced 

voids in [-45, +45] orientation over [0, 90] 

orientation.  

Material type in this test (PLA or PLA reinforced 

with PVDF can amplify or dampen orientation 

effects. Printing parameters (e.g., temperature, 

printing speed) can influence slightly better 

adhesion in one orientation, depending on the 

material type. The increase of 2.35% could be 

attributed to a more consistent deposition in [-45, 

+45] direction. Even the small difference of 2.35%

may indicate more reliable interlayer performance,

especially important for structurally critical parts. In

the case of PLA/PVDF composite used here in the

tests, fiber alignment due to orientation can slightly

affect the shear strength. Also, as noted previously,

stress redistribution or plasticity within composite

phases can result in overestimate of ILSS.

Further study should be carried out, such as SEM 

microscopy to see if microstructural differences 

(e.g., voids, layer fusion) correlate with this small 

change. More samples across different orientations 

will be tested in the future for more accurate 

conclusions on the influences of build orientations 

on the total shear strength and ILLS. Therefore, 

further evaluation is needed, because calculated 

ILSS values indicate slight difference, while curves 

in Fig 2c clearly indicate significant differences 

between these two orientations. 

It should be noted that composite preparation has 

a very important role for the final mechanical 

properties in the sense that it is necessary to provide 

consistent fiber orientation, layer thickness, and 

infill pattern what is rather challenging in 3D 

printing and especially in hand-layup of the 

reinforcing fibers. An inconsistent fabrication from 

these aspects can introduce unplanned anisotropy in 

the printed part and accordingly it is necessary to 

test samples in different build directions (XY, XZ, 

YZ) to capture interlayer effects. Also, surface 

finish and void content can significantly affect 

results, both governed by the complex interplay 

between different processing parameters. 

Additionally, environmental conditioning, such as 

influences originating from moisture or temperature 

pre-conditioning can greatly affect final properties 

of 3D printed parts. 

5. Conclusions

Both experimental and analytical methods for

determining interlaminar shear strength of 

PLA/PVDF composites made by FDM 3D printing 

showed that build orientation has significant 

influence on the resulting interlaminar shear 

strength. Simple analytical models can be used for 

rough estimations, but further analysis is needed to 

account for several influential factors such as 

geometrical dimensions, fiber and matrix properties 

and processing parameters of FDM printing, 

including viscoelastic behavior that cannot be 

captured by these simple models.  

For high precision applications, even the small 

ILLS improvements can influence the design 

decisions. Specific orientations are selected for 

critical shear-loaded components. ILLS test method 

helps in optimizing part orientation to provide 

appropriate function and strength.  
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1. Introduction

Soft piezoelectric materials, such as hydrogels,

have gained importance for diverse biomedical 

applications due to the possibility to mimic 

biological tissues, including cell signaling [1]. It is 

complex to accurately characterize their 

piezoelectric activity due to spatial inhomogeneity 

of the material, low electric outputs, instability of 

the signal, viscoelastic damping and high 

impedance. Also, determination of piezoelectric 

coefficients, important for analytical and numerical 

modelling is still challenging.  

Measuring the low voltage output from 

piezoelectric hydrogels, which are soft and often 

deformable, requires highly sensitive instruments 

and careful noise mitigation. Common tools include 

high-impedance voltmeters, lock-in amplifiers, 

picoammeters, and low-noise or charge amplifiers 

to capture and condition weak signals. Techniques 

like Kelvin (four-terminal) sensing help reduce 

errors from contact resistance, especially in high-

impedance materials. Advanced systems, such as 

portable devices with electrochemical impedance 

spectroscopy (EIS), enable precise low-current 

measurements. For evaluating piezoelectric 

coefficients, methods like laser Doppler vibrometry 

(LDV) and piezoresponse force microscopy (PFM) 

are used, often supported by numerical analysis for 

complex soft materials. 

This paper presents measurement methods for 

piezoelectric hydrogels, with case study of custom 

measurement setup for low output voltage from 

actuated piezoelectric hydrogels and key aspects of 

good system design. 

2. Piezoelectric hydrogels

Piezoelectric gels, or PiezoGels, are unique gels

with crystalline structures exhibiting a polar 

arrangement [2]. PiezoGels are a type of 

piezoelectric material that generates electricity 

under mechanical stress. They consist of a 3D 

network of hydrophilic polymers with a unique 

crystalline, asymmetric structure, enabling efficient 

energy generation for sensors and biomedical uses. 

They also offer high sensitivity, chirality, strong 

electroactivity, stable polarization, and excellent 

extracellular matrix mimicry [2]. It is transparent, 

easily adaptable, and shape-changing; soft, flexible, 

stretchable, and biocompatible [2]. Piezoelectric 

hydrogels can be made from organic, inorganic, or 

hybrid materials. Traditional devices use 

piezoelectric polymers and ceramic oxides like 

perovskites. In polymeric hydrogels, interconnected 

polymer chains form a network that retains water. 

Natural polymers used include silk, collagen, starch, 

gelatin, chitosan, agarose, fibrin, dextran, alginate, 

heparin, and hyaluronic acid. Synthetic polymers 

used in the fabrication of hydrogels include 

polyvinyl alcohol (PVA), polyglycerol, sodium 

polyacrylate, polyacrylic acid, polyethylene oxide 

(PEO), polyacrylonitrile (PAN), and 

polyacrylamide (PAM), along with other synthetic 

polymers and copolymers. There is limited mention 

of hydrogels based on ceramic oxides in the 

literature. Among perovskite ceramic oxides, the 

most common in piezoelectric hydrogels are barium 

titanate (BaTiO3), lead titanate (PbTiO3), 

potassium niobate (KNbO3), and lead zirconate 

titanate ([Pb(Zr, Ti)O3]). Hydrogels based on 

supramolecular piezoelectric materials are organic 

and hybrid materials characterized by simple 

95

https://orcid.org/0000-0003-2509-187X
mailto:zivic@kg.ac.rs
https://orcid.org/0009-0003-5228-4172
mailto:marija.brankovic@uni.kg.ac.rs
https://orcid.org/0009-0000-2292-8297
mailto:petrovicdanilo1999@gmail.com
https://orcid.org/0000-0003-3260-1655
mailto:petar@kg.ac.rs
https://orcid.org/0000-0002-8765-2196
mailto:gruja@kg.ac.rs
https://doi.org/10.46793/41DAS2025.095Z


synthesis, mechanical flexibility, 

multifunctionality, and adaptability. 

Piezoelectric hydrogels are used in biomedicine 

to detect signals, promote healing, and boost tissue 

activity. In wearables, they monitor biological 

signals and support energy harvesting They also 

play a significant role in robotic systems [3]. As 

sensors, they detect fluid flow, vibrations, and flow 

direction. Integrated with ultrasonic transducers, 

they also aid diagnostics and internal condition 

monitoring [3].  

3. Measuring low piezoelectric outputs

Measuring low voltage outputs from 

piezoelectric hydrogels (typically in the millivolt to 

a few volts range) requires sensitive techniques 

tailored to their soft, hydrated, and often deformable 

nature [2], [3]. Measurement methods for low 

voltage output from piezoelectric hydrogels 

commonly involve instruments with high sensitivity 

and take care to mitigate different influences that 

can interfere and affect output signals [4]. Stability 

of piezoelectric output signals, presence of noise 

and high impedance are recognised challenges, and 

it is still subject of research.  

Common approaches include using a high-

impedance voltmeter to preserve the hydrogel’s low 

voltage output, a lock-in amplifier to detect low-

level AC signals in noisy environments, and a 

picoammeter for current measurement. Various 

amplifiers are used, such as low-noise amplifiers to 

boost small signals for DAQ systems, and charge 

amplifiers that convert piezoelectric charge to 

voltage, ideal for dynamic signals due to their 

ability to handle the capacitive nature of piezo 

materials. Analogue signal conditioning is used for 

filtering and amplification before digitization. High 

sensitivity oscilloscope is used to view time-domain 

signals, especially for dynamic loading and is 

commonly paired with pre-amplifier and 

differential probes for noise immunity. Four-

terminal (Kelvin) sensing uses combination of 

electrodes for current injection and voltage sensing, 

thereby eliminating the effects of contact and lead 

resistances [4]. This configuration is good for soft 

materials with a high impedance, as voltage loss 

across contacts can cause significant inaccuracy. 

Advanced instruments have emerged focusing 

on measuring low electricity (100 pA), such as 

small mobile devices combining potentiostat, 

galvanostat and frequency response analyser (FRA) 

for electrochemical impedance spectroscopy (EIS) 

that can be used as the highly sensitive background 

system for multichannel measurements, including 

supporting piezoelectric measurements [5].  

Experimentally measuring piezoelectric 

coefficients is crucial for designing new 

composites, but direct methods are mostly limited 

to piezoresponse force microscopy (PFM), where 

AFM tip applies voltage to material surface and 

record resulting piezo response Most approaches 

instead calculate effective values, often using 

numerical methods for complex analysis. Laser 

doppler vibrometry (LDV) detects surface vibration 

velocities using laser interferometry. By applying 

electric field and measuring displacement, the 

effective piezoelectric coefficient can be calculated 

with high precision, even in soft or liquid-supported 

films. Certain interferometers can be adapted to 

track displacements from piezoelectric actuation, 

suitable for sub-nanometer displacement 

measurements.  

4. Case study of custom measurement setup

Components of the measurement setup for low

output voltage from actuated piezoelectric 

hydrogels are shown in Fig.1.  

Fig. 1. Schematics of the measurement setup for low 

output voltage from actuated piezoelectric hydrogels. 

Piezoelectric hydrogel sample generates voltage 

under mechanical stress produced by the 

mechanical stimulus system that can be provided by 

exerting pressure, touch, vibration, stretching, force 

or mechanoreceptors. The measurement setup for 

the low output voltage of a piezoelectric hydrogel 

needs to be highly sensitive and designed to 

minimize noise and impedance mismatches. The 

components typically used in such a setup are 

shown in Fig. 1, with piezoelectric hydrogel sample 

under mechanical stress generating the voltage. 

Mechanical stimulus system is used to apply a 

controlled force or strain to the hydrogel [6]. It can 

be provided by using various systems, such as linear 

actuator, vibration shaker, manual press with known 

force, or universal mechanical devices. Electrodes 

are usually made of gold, silver, carbon, or 

conductive inks and attached to both ends of the 

hydrogel or embedded in it [4]. Coaxial or triaxial 
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shielded cables are used to minimize 

electromagnetic noise. 

Considering low level signals and potential noise 

disturbance, signal conditioning and measurement 

instruments are needed also, such as low-noise 

voltage amplifier or pre-amplifier, and high input 

impedance voltmeter or electrometer [7]. Low-

noise voltage amplifier or pre-amplifier is required 

because piezoelectric signals are usually in the 

microvolt (µV) or millivolt (mV) range. High input 

impedance voltmeter or electrometer will prevent 

loading effects that could distort the measurements. 

Furthermore, oscilloscope can be used to observe 

transient signals in real time [8]. Data acquisition 

(DAQ) system is needed for digitizing and logging 

the signal, preferably with high resolution (≥16-bit 

ADC) and high impedance input. 

Noise reduction and environmental controls are 

necessary to provide additional stability, such as 

Faraday cage and vibration isolation table. Faraday 

cage represents enclosure to shield the experiment 

from ambient electrical noise. Vibration isolation 

table minimizes mechanical noise from the 

environment. Proper grounding of all components is 

needed to reduce ground loops and interference. 

Additional components are usually also present, 

such as force sensor or load cell to measure the 

applied force and correlate with voltage output. 

Temperature control system can be also provided to 

control the temperature since hydrogel properties 

can be temperature sensitive [9]. 

Mitigating noise and impedance mismatch in the 

measurement of low-voltage outputs from actuated 

piezoelectric hydrogels is crucial for obtaining 

accurate and reliable data [10]. These materials 

often generate very small electrical signals, and any 

distortion or loss can significantly affect signal 

interpretation. The critical elements that need to be 

addressed are: 

− Impedance matching

− Minimizing noise

− Signal conditioning

− Connection quality and lead design

− Adequate grounding and isolation

− Environmental control

− Calibration and validation

Impedance matching is very important [10], [11] 

since piezoelectric hydrogels typically have high 

output impedance. If the input impedance of the 

measurement device is too low, signal attenuation 

and energy loss will occur. Possible solution is to 

utilize high input impedance buffer using a voltage 

follower circuit based on an operational amplifiers 

(op-amp) or instrumentation amplifier (in-amp) 

with input impedance >10⁹ Ω. For piezoelectric 

outputs, a charge amplifier is very beneficial since 

it converts the high-impedance charge signal to a 

voltage, preserving the signal integrity. Low-noise 

preamplifier or low-noise, high-input-impedance 

amplifier close to the hydrogel can efficiently 

minimize signal loss over leads. 

Minimizing noise is extremely important since 

the piezo signals are highly sensitive to it. The noise 

sources can originate from 1) electromagnetic 

interference (EMI) and RF noise, 2) thermal and 

Johnson noise or 3) mechanical noise. Preventing 

EMI and RF noise is typically done by using 

shielded cables, Faraday cage and proper 

grounding, as previously mentioned. Thermal and 

Johnson noise is present in all resistors and 

conductive materials and represents the random 

electrical noise generated by the thermal agitation 

of electrons in a conductor, even when no external 

voltage is applied. Thermal noise is caused by the 

thermal motion of charge carriers in any resistive 

material, and it is unavoidable and inherent to all 

electronic systems. To mitigate this effect, low-

noise op-amps are suitable with minimal input bias 

current and voltage noise density. Also, if possible, 

cool environment with reduced temperature to 

lower thermal noise is beneficial, though that 

depends on the experimental setup feasibility. 

Mechanical noise can be mitigated by using 

vibration damping table to reduce unwanted or 

unintended activation of the piezoelectric effect in a 

hydrogel. Electrical wires can also affect 

piezoelectric signals [12], and strain decoupling can 

prevent it like using flexible leads or strain reliefs 

for cables to prevent mechanical disturbance from 

wires affecting the hydrogel. It will prevent 

additional complex loading through enabling 

separation or isolation of specific strain components 

(like axial, shear, or bending strains) in a hydrogel, 

especially important when multiple types of strain 

are present simultaneously. 

Signal conditioning is done through filtering to 

remove unwanted noise and interference from the 

signal, by using a bandpass filter matching the 

expected frequency range of the piezoelectric signal 

to suppress low-frequency drift and high-frequency 

noise. Averaging is also used through software-

based ensemble averaging (averaging multiple 

repetitions of a signal) across multiple actuation 

cycles to improve signal-to-noise ratio (SNR). 

Connection quality and design of leads are 

crucial for ensuring signal integrity having 
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significant effects on signal quality. As short leads 

as possible are more beneficial for piezoelectric 

signals in this case, since long leads act as antennas 

and introduce noise [12]. Coaxial cables showed the 

best performance, but simple twisted-pair wires will 

also reduce EMI and improve signal quality. Low-

leakage connectors will prevent current loss due to 

surface leakage, especially in humid or aqueous 

environments.  

Adequate grounding and isolation is necessary 

and can be done in different ways, like differential 

measurements that can help in rejecting common-

mode noise. For example, twisted pair wiring helps 

minimize the impact of electromagnetic 

interference by pairing signal lines and reducing the 

loop area for induced voltages. Isolated power 

supplies or battery-powered amplifiers are better 

since they eliminate power-line noise. 

Environmental control through ensuring stability 

of humidity and temperature of the measuring setup 

is very important for piezoelectric hydrogels since 

they are sensitive to humidity and temperature, 

which can alter their electrical response. 

Frequent calibration and validation of the 

measuring system is necessary by using known 

reference signals or standard piezoelectric materials 

since piezoelectric signals from hydrogels are very 

sensitive to different influences. It is beneficial to 

validate the linearity and frequency response of the 

entire signal chain before measuring actual samples. 

5. Conclusions

Piezoelectric hydrogels are promising materials

for tissue engineering, flexible wearables and 

sensing. However, accurate measuring of the output 

piezoelectric signals is complex and requires highly 

sensitive measurement setups. The critical elements 

that need to be addressed are impedance matching, 

minimizing noise, adequate signal conditioning, 

connection quality and lead design, adequate 

grounding and isolation, environmental control and 

regular calibration and validation. 
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1. Introduction

Selective pallet racks represent a key factor of

modern warehouses. The geometry of the structure 

and the way of load distribution significantly 

influence the system’s mechanical stability. 

Choosing the right racking structure and its mode of 

utilization is one of the first things to do in order to 

properly design the warehouse, making it functional 

and well organized. Storage systems are a major 

capital investment whose value depends on the 

design and how they fit into warehouses and 

processes, which can also affect the business. 

Given the characteristics of pallet racks, 

typically built from cold-formed thin-walled steel 

sections, traditional welded or bolted joints are 

frequently replaced with semi-rigid, boltless 

connections that enhance assembly efficiency and 

save costs while keeping structural performance. 

Accordingly, adjustable storage systems are defined 

by European standards, such as Eurocode 3 [1]. As 

the moment-rotation characteristic is essential in 

describing connection behavior, research on beam-

to-column connections has expanded significantly 

over recent decades, especially in the area of pallet 

racks [2]. To better understand the strength and 

behavior under variable loading, various studies, 

such as [3], have conducted experimental testing of 

boltless beam-to-column connections to better 

understand the limit states. In racking structures, 

placement of unit loads, whether it’s transversal or 

longitudinal against racks, could have a direct 

influence on structural performance. This paper 

aims to analyze the effect of beam behavior for 

various placement methods, relying on the finite 

element method. 

Numerical analysis of beam-to-column 

connections is used as a reliable tool and as an 

alternative to experiments in the design of rack 

structures. In [4] a detailed finite element model was 

developed for beam-to-column connection, 

validated through experiment, which simulates 

moment-rotation behavior without the need for 

expensive experiments. The stability of semi-rigid 

connections in racking systems was analyzed in [5], 

to demonstrate advantages of direct analysis method 

compared to traditional calculation methods. 

Building upon prior research and integrating 

techno-economic analysis, this paper investigates 

how the placement method affects beam behavior in 

pallet rack structures through Finite Element 

Method (FEM) analysis in Autodesk Inventor 

software [6]. Future research should extend contact 

modeling and boundary conditions to enable a more 

robust validation and strengthen the reliability of the 

proposed design recommendations. 

2. Techno-economic evaluation

One of the initial steps in designing a warehouse

to be functional and well organized is to select the 

appropriate elements of the racking structure and 

ensure its optimal utilization. A comparative 

analysis will be performed depending on the method 

of unit load placement. Therefore, the design of 

warehouse with transverse and longitudinal 

placement will be considered. The design 

parameters include a storage space with 

dimensions: length 34500 mm x width 28500 mm x 

height 7500 mm, entry-exit zones oriented at the 

same level and on opposite sides, intended for 

storing unit loads in the form of loaded standard 

EURO pallets with dimensions: length 1200 mm x 
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width 800 mm x height 1200 mm and a weight of 

1000 daN. An electric forklift with a side lift is used 

as a mean of transport and handling equipment, 

which determines the loading mode and access 

configuration for unit loads in each compartment. 

According to [7], the techno-economic analysis 

was conducted based on available input data 

including space limitations, type of unit load and 

handling procedure. Analysis considered two 

different ways of placement with the same beam 

length: transversal and longitudinal.  

With transversal placement, shown in Fig. 1 a), 

the weaker profile labeled as S80M was selected for 

the column and the profile labeled as R120L for the 

beam from [7], with two unit loads placed within a 

single compartment. The achieved total number of 

pallet units (capacity) is 1750, with the total mass of 

the rack structure approximately 37000 kg. 

a) b) 

Fig. 1. Placement method: a) transversal, 

b) longitudinal [6]

Conversely, with longitudinal placement shown 

in Figure 1 b), the stronger profile labeled as 

S80MH was chosen for the column and the profile 

labeled as R140L for the beam, with three unit loads 

per compartment. The achieved capacity is 2100 

unit loads, with an overall structure mass of app. 

28500 kg. Evaluated factors for further analysis are: 

• number of unit loads per compartment,

• loads distribution along the beams,

• mass of the rack structure and

• cost of the structure obtained by its mass.

It was determined that longitudinal placement 

results in better capacity, lower overall structure 

mass, more rational material consumption and 

lower costs in the same available space, by the same 

transport equipment and equal beam span. Having 

identified longitudinal placement as the techno-

economically optimal solution, the numerical 

analysis explores whether this choice also yields 

structural advantages by examining beam 

deformation and field of stress under varying 

placement methods. This closes the loop between 

practical application and structural behavior, 

ensuring comprehensive validation of the design 

decision. 

3. Methodology of numerical analysis

To complement the techno-economic 

evaluation, the structural efficiency of selective 

pallet racks was assessed by beam deformation and 

stress analysis under different unit load placements 

through FEM analysis. Table 1 summarizes the key 

parameters for this analysis. 

Table 1. Key parameters for placement methods 

Type 
Placement method 

Transversal Longitudinal 

Column profile S80M S80MH 

Beam profile R120L R140L 

Material S350GD UNI EN 10346 

Unit loads per 

compartment 
2 3 

Load per unit [daN] 1000 

Beam span [mm] 2700 

FEM enables parametric variation of design 

configurations to assess structural behavior under 

varying conditions and proper early-stage design 

development. The finite element mesh generation 

for both placement methods show a similar number 

of nodes and elements. That indicates similar 

discretization needs depending on the direction of 

load distribution and the shape of contact zones. 

These set the basis for understanding the results of 

stress and strain analysis. 

Based on data obtained through techno-

economic analysis, a solution with longitudinal 

placement was chosen as the optimal one, with 

higher capacity and lower overall mass and 

therefore, lower cost. A comparative study of this 

data with results obtained through FEM analysis 

will be performed to verify the solution in terms of 

carrying capacity. 

3.1 Results obtained through FEM analysis 

Analysis of beam deformation and stress was 

realized for a single compartment, i.e., two columns 

connected by a beam at a defined distance. Due to 

the limitations in finite element mesh generation 

caused by the complex geometry of their elements, 

the analysis was performed as a simplified in-plane 

frame model to ensure simulation reliability and 

efficient data processing. Boundaries were defined 

as fixed for the column bases and frictionless for the 

internal sides connecting the beam with the column 
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via the beam end connector. The frictionless option 

is applied to prevent movement in the plane normal 

to the face where the contact is made. 

The entire surface contact between the bottom 

deck of the EURO pallet and the upper surface of 

the beam, caused by the transverse placement 

method, results in a load that is approximated as a 

uniform pressure of 0,0741 MPa. The deformed 

model for this method, obtained through FEM 

analysis, is shown in Figures 2 and 3, respectively. 

Fig. 2. Von Mises stress for transversal placement 

Based on these results, it can be concluded that 

for transversal placement, as in Fig. 2 and Table 2, 

the maximum value of the von Mises stress is 90,32 

MPa, which is below the maximum yield strength 

of 350 MPa, indicating that the value is within the 

elastic limits. 

Fig. 3. Beam displacement for transversal 

placement 

A displacement of 1,739 mm, as in Fig. 3, is a 

beam deformation that does not compromise 

functionality and is lower than the limit value of 6 

mm for the beam profile R120L [7]. 

The smaller contact between the bottom deck of 

the EURO pallet and the upper surface of the beam 

in the longitudinal placement method results in a 

contact point at the appropriate distance. The beam 

load is considered as a force of 166,67 daN at each 

contact point where the bottom deck contacts the 

beam. 

Fig. 4. Von Mises stress for longitudinal placement 

The point contact on the beam results in higher 

stress values, as shown in Fig. 4. The von Mises 

stress reaches a maximum value of 328,9 MPa but 

remains below the maximum yield strength of 350 

MPa. This indicates the value is still within safe 

limits, even though the applied load is the maximum 

load defined for this type of beam. 

Fig. 5. Displacement for longitudinal placement 

Although significantly larger than the transversal 

placement method, the displacement of 5,261 mm, 

shown in Fig. 5, does not affect the performance of 

the structure and it is lower than the limit value of 

11 mm for the beam profile R140L [7]. Table 2 

summarizes the results obtained through this 

comparative analysis. 

Table 2. Key results obtained in the analysis 

Type 
Type of placement 

transversal longitudinal 

Storage capacity [unit 

load] 
1750 2100 

Overall mass [kg] ~37000 ~28500 

Von Mises stress [MPa] 90,32 328,9 

Displacement [mm] 1,739 5,261 
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3.2 Discussion of numerical approach 

Since the bracing system in the cross-aisle 

direction, the opposite side of rack, as well as cross 

supports for transversal placement, were not taken 

into account due to the complexity of mesh 

generation, it is assumed that values would be lower 

than those obtained if other influential parameters 

were considered. That affects the maximum value 

of von Mises stress. Although the results remain 

within the yield strength, they confirm structural 

strength under the applied load for transversal 

placement. For the longitudinal one, significantly 

high stress values are affected as a result of the 

idealized contact model, which does not enable such 

a realistic load distribution. It results in higher 

deformation, which may be due to local geometric 

requirements along the support direction, as well as 

specific load distributions. These differences have a 

direct impact on the numerical results. 

The absence of aforementioned imperfections 

makes current results slightly conservative, though 

still within acceptable limits. Despite the valuable 

insights provided by FEM and techno-economic 

analysis, it is important to acknowledge that current 

numerical models involve several simplifications: 

• cross support beams are not included, although

they are basic elements of transversal placement;

• some contacts are defined as bonded;

• as the static analysis was considered, the absence

of other loads and conditions limits the accuracy

of the obtained results.

To refine predictive modeling and the practical

applicability of the obtained results, the following 

directions are proposed: 

• integration of additional elements to better

reflect load distribution and stiffness in racks;

• inclusion of other contact definitions, as sliding

or friction, especially in the connection zones;

• expansion of load cases, to cover those not

included, which would allow for a more robust

validation of the preferred design solution.

4. Conclusions

The integration of techno-economic and

numerical analysis confirmed that the placement 

method is represented as a key parameter in 

planning the utilization of available space, as well 

as carrying capacity. The longitudinal placement 

method represents the optimal solution built on 

advantages based on storage capacity and reduced 

mass, thereby enhancing economic and spatial 

utilization of available space. Additionally, this 

variant generates higher von Mises stress values and 

vertical deformations. 

Although the transversal placement method 

exhibits slightly greater mechanical stability under 

the applied load, its capacity and overall mass do not 

reach the performance of longitudinal placement. 

On the contrary, results with significantly lower 

stress and displacement require heavier construction 

and its mass, which has a negative influence on the 

economic efficiency of the system. 

Results indicate the need for careful balance 

between economic requirements and structural 

reliability. Depending on the project priority, 

whether it is the maximum capacity, lower mass or 

reduced deformation and stress, placement method 

must be strategically aligned with safety and long-

term requirements. Although simplified models do 

not include all structural components, for both 

configurations beam deformation and Von Mises 

stress are within the permitted limits. Future 

research should focus on refining joint behavior, 

expanding connection modeling and incorporating 

other loads, to bring the model further to operating 

conditions and strengthen numerical validation. 
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1. Introduction

High-strength quenched and tempered steels,

such as S1000QL, are increasingly employed in 

applications where a high strength-to-weight ratio is 

essential, including heavy-duty structural 

components, transport equipment, and machinery 

subject to demanding service conditions. The 

combination of high tensile strength and relatively 

low weight offers significant design advantages. 

However, these benefits can only be fully realized if 

welded joints maintain comparable structural 

integrity and if testing protocols are robust enough 

to capture the actual mechanical performance. 

Achieving this requires a comprehensive approach 

that combines analytical calculations and numerical 

simulations, particularly finite element method 

(FEM) analyses, to predict and validate stress 

distributions, deformations, and potential failure 

mechanisms. 

Numerous studies have addressed various 

aspects of thermal cycles, residual stresses, welding 

distortions, and fracture behavior in welded 

structures. While these works often focus on 

different materials, joint configurations, or 

manufacturing processes, their findings contribute 

valuable insights into the modeling and 

experimental validation of welded joints. Attarha 

and Sattari-Far [1] investigated the temperature 

distribution in thin welded plates using a 

combination of experimental measurements and 

finite element simulations. Their study 

demonstrated a high level of agreement between 

numerical predictions and measured data, 

establishing a reliable foundation for analyzing 

thermal behavior in welded structures. This 

approach is directly relevant to the present study, 

where thermal effects and resulting stresses in high-

strength steels are of key interest. Derakhshan et al. 

[2] conducted numerical simulations and 

experimental validation to assess residual stresses 

and welding distortions in laser-based welding of 

thin structural steel plates in a butt joint 

configuration. Their results confirmed that the finite 

element model accurately predicted both residual 

stress distributions and distortion patterns. These 

findings emphasize the importance of coupling 

simulation with experimental verification, a 

principle also adopted in the current work. Syahroni 

and Purbawanto Hidayat [3] performed a three-

dimensional finite element simulation of T-joint 

fillet welds to evaluate the influence of welding 

sequences on residual stresses and distortions. They 

concluded that the welding sequence plays a critical 

role in determining the magnitude and spatial 

distribution of residual stresses, as well as the final 

distortion of the joint. This insight highlights the 
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need for careful process planning in welding high-

strength steels to minimize deformation and 

preserve dimensional accuracy. Dhage et al. [4] 

demonstrated that process parameters significantly 

influence final properties, a methodology applicable 

to welding, where such parameters determine joint 

integrity and service life. Kik and Górka [5] used 

simulations of laser and hybrid welding of S700MC 

steel T-joints to compare thermal cycles and stress 

distributions, offering insights useful for selecting 

optimal welding techniques for high-strength steels 

like S1000QL, where heat input control is critical 

for preserving microstructure. Stavropoulou et al. 

[6] carried out experimental and numerical studies

on the mechanical cutting of Dionysos marble.

Although the material and process differ

significantly from steel welding, the study

illustrates the broader applicability of combining

experiments with numerical modeling to understand

material removal and deformation mechanisms. Cui

et al. [7] analyzed 2205 duplex stainless steel K-TIG

welded joints using both simulations and

experimental tests. Their results showed strong

agreement between predicted and measured thermal

and mechanical responses, reinforcing the necessity

of cross-validation between numerical and

experimental approaches—a methodology closely

followed in the present work. Tanaka et al. [8]

focused on crack propagation in welded joint

structures, applying numerical simulation to study

surface crack behavior. Their findings provided a

deeper understanding of crack growth mechanisms,

offering a foundation for improving the structural

integrity and service life of welded components.

This knowledge is particularly relevant for high-

strength steels, where localized defects can rapidly

compromise performance. Collectively, these

studies demonstrate different numerical and

experimental approaches available for analyzing

welded joints.

In the present study, a double-sided butt-weld 

specimen representative of upcoming tensile tests 

was analyzed. The work began with an analytical 

weld calculation to estimate stress distributions and 

structural capacity. This was followed by a static 

finite element analysis to cross-validate stress and 

displacement predictions, thereby guiding specimen 

preparation and loading conditions. The combined 

analytical and numerical assessment aims to 

provide a reliable foundation for interpreting 

experimental test results, optimizing welding 

parameters, and ensuring that the mechanical 

performance of S1000QL welded joints meets the 

demands of high-strength structural applications. 

2. Materials and Methods

2.1 Material 

The base material considered in this study is 

1000QL type high-strength steel. This high-strength 

steel is selected for applications requiring an 

exceptional strength-to-weight ratio combined with 

good toughness. For the purposes of the analytical 

weld calculation, a yield strength (ReH) of 1050 MPa 

and an ultimate tensile strength (Rm) of 1100 MPa 

were adopted, values consistent with datasheet 

specifications for S1000QL. 

2.2 Specimen Geometry 

The tensile test specimen was designed with a 

rectangular cross-section measuring 15 × 20 mm. 

The joint configuration is a double-sided butt weld 

with a K-groove preparation, incorporating a 4 mm 

root gap between the flat surface on one side and the 

opposing K-prep tip on the other. The loaded length 

considered for the analytical calculation was 20 

mm, corresponding to the net section under tensile 

loading. The model of the specimen is shown in Fig. 

1. 

Fig. 1. Specimen dimensions 

2.3  Analytical Weld Calculation 

A comparative-stresses method was employed to 

assess the weld’s capacity. The calculation assumed 

an axial force Fz = 128 kN. Under these loading 

conditions, the allowable stress was determined as 

σA = 505 MPa, the weld normal stress as σ = 

426.667 MPa, and the reference stress as σS = 

501.961 MPa. The verification check indicated that 

the weld design satisfies both static and fatigue 

loading criteria under the specified duty cycle (nc = 

2.622). 

2.4 Finite Element Analysis (FEA) 

A static finite element analysis was conducted 

using Autodesk Inventor Professional 2019 to 

evaluate the weld behavior. The weld interfaces 

were modeled with bonded contact conditions to 

ensure full load transfer across the joint. The mesh 

featured an average element size of 0.2 relative to 

the model dimensions, a minimum size of 0.3 of the 

average, and a grading factor of 2, without curved 

elements, providing an optimal balance between 

computational accuracy and efficiency. Boundary 
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conditions included a fixed constraint at one end of 

the specimen and an applied axial force of 128 kN 

at the opposite end. 

3. Results

The results of the analytical calculation and the

finite element analysis (FEA) are summarized in 

Table 1. The analytical method yielded a calculated 

weld normal stress of σ = 426.667 MPa, with a 

reference stress of σS = 501.961 MPa. The static 

FEA predicted a maximum von-Mises equivalent 

stress of 432.570 MPa in the weld region. The close 

agreement between the analytical and numerical 

values (difference < 1.5%) indicates that the 

simplified comparative-stresses approach provides 

a reliable estimation of the stress state under the 

given loading. 

Table 1. Summary of analytical and numerical results 

Name Value Unit 

Stress (analytical σ) 426.667 MPa 

Reference stress (σS) 501.961 MPa 

Von Mises (FEA) 432.570 MPa 

Max displacement (FEA) 0.434 mm 

Fig. 2 presents a direct comparison between the 

analytical stress result and the FEA-derived von 

Mises stress, illustrating their close correlation. 

Fig. 2. Stress comparison between analytical results and 

FEA (von Mises) 

The von Mises stress distribution obtained from 

the axial loading simulation is shown in Fig. 3.  

Fig. 3. Von Mises stress under axial loading 

In addition to the stress distribution, the FEA 

predicted a maximum displacement of 0.434 mm at 

the free end of the specimen (Fig. 4). The 

corresponding minimum safety factor was also 

obtained from the simulation, indicating that the 

modeled weld joint remains within safe limits under 

the applied axial load of 128 kN. 

Fig. 4. Maximum displacement of 0.434 mm at the free 

end of the specimen 

4. Results discussion

Analytical predictions and finite element (FEA)

results demonstrate a high degree of agreement. The 

analytical weld normal stress (σ = 427 MPa) and 

reference stress (σS = 502 MPa) closely match the 

maximum von-Mises stress of 433 MPa obtained 

from the FEA simulation under an axial load of 128 

kN. This close correlation confirms that the 

comparative-stresses method provides a reliable 

estimation of the stress distribution in the joint for 

the given geometry and loading conditions. 

The FEA analysis predicts a maximum 

displacement of 0.434 mm, consistent with the 

expected stiffness of a double-sided butt weld 

specimen with a 15 × 20 mm cross-section. The 

safety factor distribution ranges from 0.64 to 1.26, 

with the default high-strength low-alloy (HSLA) 

steel material (ReH = 276 MPa) applied in the 

simulation. Updating the FEA material parameters 

to reflect the actual yield strength of S1000QL (ReH 

= 1050 MPa) is expected to proportionally increase 

the safety factor, maintaining values above unity 

throughout the joint under the applied static load. 

Fatigue assessment further confirms the joint’s 

adequacy, with a calculated cycle ratio of nc = 2.622 

for the specified pulsating load range (8–15 kN), 

which is significantly below the static test load. This 

indicates that the joint configuration satisfies the 

requirements for both static and cyclic loading 

within the designed operating range. 

These results support proceeding with the 

planned tensile testing of straight specimens. The 

selected geometry and weld length are considered 

sufficient to represent the mechanical behavior, 
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while the close agreement between analytical and 

FEA results enhances confidence in the chosen 

loading protocol. Prior to experimental validation, it 

is recommended to: 

• update FEA material properties to those of

S1000QL,

• perform a mesh-sensitivity study at the

weld toe and root to refine local stress

predictions, and

• extend the FEA model to include

elastoplastic material behavior for a more

comprehensive structural assessment.

5. Conclusions

A combined analytical and finite element

analysis (FEA) of a double-sided butt-welded 

S1000QL tensile specimen under a 128 kN axial 

load showed close agreement between analytical 

and numerical results, confirming the reliability of 

the simplified comparative-stresses method for 

preliminary strength evaluation in high-strength 

steels. The specimen geometry and weld 

configuration were found suitable for the planned 

tensile testing. 

For improved simulation accuracy, it is 

recommended to update FEA material properties to 

S1000QL values, perform mesh-sensitivity studies 

at the weld toe and root, and incorporate 

elastoplastic material behavior. These refinements 

will enhance correlation between simulations and 

experimental results, enabling precise 

characterization of S1000QL welded joints and 

ensuring that the findings are applicable to real-

world engineering applications. 

Further research should focus on expanding the 

numerical model to include the effects of different 

welding technologies, variations in groove 

geometry, and actual heat input parameters. Special 

attention should be given to modeling the fatigue 

behavior of the joint under variable loading, as well 

as comparing the results with experimental data 

obtained from a larger number of specimens. 

References 

[1] Attarha, M.J.; Sattari-Far, I. Study on welding

temperature distribution in thin welded plates

through experimental measurements and finite

element simulation. J. Mater. Process. Technol.

2011, 211(4), 688–694.

doi:10.1016/j.jmatprotec.2010.12.003

[2] Derakhshan, E.D.; Yazdian, N.; Craft, B.; Smith, S.;

Kovacevic, R. Numerical simulation and

experimental validation of residual stress and

welding distortion induced by laser-based welding 

processes of thin structural steel plates in butt joint 

configuration. Opt. Laser Technol. 2018, 104, 170–

182. 

doi:10.1016/j.optlastec.2018.02.026 

[3] Syahroni, N.; Purbawanto Hidayat, M.I. 3D Finite

Element Simulation of T-Joint Fillet Weld: Effect of

Various Welding Sequences on the Residual

Stresses and Distortions. Numerical Simulation—

From Theory to Industry, 2012.

doi:10.5772/50015

[4] Dhage, G.S.; Pawar, R.; Patil, J. Experimental

Studies On Surface Roughness of Spur Gear. REST

Journal of Emerging trends in Modelling and

Manufacturing. 2024, 10(4), 1–9.

doi:10.46632/jemm/10/4/1

[5] Kik, T.; Górka, J. Numerical simulations of laser and

hybrid S700MC T-joint welding. Materials. 2019,

12(3), 516.

doi:10.3390/ma12030516

[6] Stavropoulou, M.; Giannakopoulos, K.;

Exadaktylos, G. Experimental and numerical study

of mechanical cutting of Dionysos marble. 7th

National Congress on Mechanics, 2004, 236–245.

[7] Cui, S.; Pang, S.; Pang, D.; Zhang, Q.; Zhang, Z.

Numerical simulation and experimental

investigation on 2205 duplex stainless steel K-TIG

welded joint. Metals. 2021, 11(8), 1328.

doi:10.3390/met11081323

[8] Tanaka, S.; Kawahara, T.; Okada, H. Study on crack

propagation simulation of surface crack in welded

joint structure. Marine Structures. 2014, 39, 315–

334.

doi:10.1016/j.marstruc.2014.08.001.

106



QUASI-STATIC TENSILE TESTING OF HIGH-STRENGTH BALLISTIC 

STEEL USING DIGITAL IMAGE CORRELATION – PRELIMINARY STUDY 

Miloš PEŠIĆ1, Aleksandar BODIĆ2, Marko TOPALOVIĆ3, Snežana VULOVIĆ4, Vladimir DUNIĆ5, 

Vladimir MILOVANOVIĆ6, Miroslav ŽIVKOVIĆ7 

1  0000-0002-3405-5216, Institute for Information Technologies, Jovana Cvijića bb, Kragujevac, 

Serbia, E-mail: milospesic@uni.kg.ac.rs  

2 0000-0002-1713-6540, Faculty of Engineering, Sestre Janjić 6, Kragujevac, Serbia, E-mail: 

abodic@uni.kg.ac.rs  

3 0000-0001-6101-755X, Institute for Information Technologies, Jovana Cvijića bb, Kragujevac, 

Serbia, E-mail: topalovic@kg.ac.rs  

4 0000-0001-5784-0906, Institute for Information Technologies, Jovana Cvijića bb, Kragujevac, 

Serbia, E-mail: vsneza@kg.ac.rs  

5 0000-0003-1648-1745, Faculty of Engineering, Sestre Janjić 6, Kragujevac, Serbia, E-mail: 

dunic@kg.ac.rs 

6 0000-0003-3071-4728, Faculty of Engineering, Sestre Janjić 6, Kragujevac, Serbia, E-mail: 

vladicka@kg.ac.rs 

7 0000-0002-0752-6289, Faculty of Engineering, Sestre Janjić 6, Kragujevac, Serbia, E-mail: 

miroslav.zivkovic@kg.ac.rs 

1. Introduction

High-strength ballistic steels are widely used in

protective structures, military vehicles, and safety 

equipment due to their superior strength, hardness, 

and energy absorption capabilities, which are 

essential for resisting high-velocity impacts and 

ensuring structural integrity [1]. While their primary 

application is in high-strain-rate conditions, 

understanding their quasi-static behavior is equally 

important, as it provides baseline mechanical 

properties for material modeling and structural 

performance predictions. 

The mechanical response of high-strength steels 

is strongly influenced by factors such as 

microstructure, chemical composition, and strain 

rate. Investigations of strain localization 

phenomena under varying loading conditions have 

shown that these materials can exhibit complex 

deformation patterns, particularly when subjected to 

dynamic or quasi-static tensile loads [2]. 

In recent years, full-field optical measurement 

techniques, particularly Digital Image Correlation 

(DIC), have gained prominence in the 

characterization of metallic materials. DIC enables 

non-contact, high-resolution mapping of strain 

fields over the specimen surface, allowing for a 

more detailed understanding of deformation 

mechanisms compared to traditional measurement 

methods. A comprehensive review of DIC 

applications in laboratory structural tests confirms 

its versatility in evaluating mechanical behavior and 

identifying strain localization zones [3]. 

This study presents quasi-static tensile testing of 

a high-strength ballistic steel specimen with full-

field strain measurements obtained using a Digital 

Image Correlation (DIC) system. The objective is to 

determine the material’s key mechanical properties, 

visualize strain distribution during deformation, and 

provide experimental data suitable for validation of 

future numerical simulations. 

2. Materials and Methods

The material is S1100QL, a quenched and

tempered high-strength steel commonly used in 

protective/ballistic applications. It has a low-carbon 

alloyed composition with Cr–Mo–Ni additions, 

exhibiting typical room-temperature properties of 

approximately 1.1 GPa yield strength and 1.25–1.55 

GPa ultimate tensile strength. 

Axisymmetric threaded tensile specimens were 

machined from plate stock. The gauge was lightly 

polished, then coated with a matte white base and a 

fine black speckle for DIC, as shown in Fig. 1. 
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Fig. 1. Threaded tensile specimen (S1100QL) with DIC 

speckle applied to the gauge. 

Tensile tests were performed on a universal 

Instron machine in displacement control at 0.001 

mm/min, under laboratory conditions. Force and 

crosshead displacement were acquired and 

synchronized with imaging. At least five repeats 

were conducted to check repeatability. 

Full-field strain was measured with MatchID 

using a monochrome industrial camera and macro 

lens with symmetric continuous LED lighting. DIC 

settings (subset/step) were kept constant across all 

tests and chosen according to speckle size. 

Axial engineering strain was obtained from a 

virtual extensometer along the gauge; engineering 

stress was computed from the measured force and 

initial area. Yield strength was determined by the 

0.2% offset method; localization and necking were 

assessed from DIC major-strain maps. 

3. Experimental setup

Universal testing machine. Quasi-static tensile

tests were performed on a universal Instron frame in 

displacement control at a very low crosshead rate 

(0.001 mm/min). Axial force was measured by the 

machine load cell; crosshead motion was used only 

for control. 

Specimen mounting. Axisymmetric threaded 

specimens were gripped coaxially. A small seating 

load was applied before recording to remove slack 

and ensure alignment. The gauge section was lightly 

polished and prepared for optical measurements. 

Digital Image Correlation (DIC). Full-field 

strain was measured with a MatchID system using a 

monochrome industrial camera and a macro lens. 

Four continuous LED lights were arranged 

symmetrically around the gauge to provide uniform, 

shadow-free illumination and minimize glare, as 

shown in Fig.2. The gauge was coated with a matte 

white base and a fine black speckle. Calibration was 

performed before testing; correlation parameters 

were kept constant across repeats. Axial strain for 

the stress–strain curves was obtained from a virtual 

extensometer along the gauge. 

Fig.2. DIC arrangement with four continuous LED 

lights providing symmetric illumination of the gauge 

region – left; magnified - right 

Synchronization and reduction. Force and 

images were time-aligned through the acquisition 

software. Engineering stress was computed from the 

measured force and initial cross-sectional area; the 

0.2% offset method was used for yield strength. 

Localization and necking were assessed from DIC 

major-strain maps. 

4. Results and Discussion

4.1 Quasi-static stress–strain response 

The S1100QL exhibits a steep elastic segment 

followed by a short uniform-plastic regime and a 

pronounced post-UTS softening due to necking 

(Fig. 3). Five repeats overlap closely in the elastic 

and early plastic range, indicating stable alignment 

and repeatable measurement. Scatter around the 

peak stress is modest, and all curves show a similar 

transition to localization with substantial post-

necking ductility. The strength levels and overall 

curve shape are consistent with the expected 

behavior of quenched-and-tempered high-strength 

steels tested at very low rates. 

Fig. 3. Quasi-static engineering stress–strain curves for 

S1100QL 

Fig. 3 shows the engineering stress–strain curves 

for S1100QL from five quasi-static tests. Strain was 

obtained with a DIC virtual extensometer in the 
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gauge, and the curves are marked at the 0.2% proof 

stress, the UTS, and the onset of localization. 

4.2 Full-field strain evolution (DIC) 

DIC maps confirm a clear progression from 

homogeneous straining to a sharply confined neck 

(Fig. 4). At the start of loading, the field is 

essentially uniform. With the onset of plasticity, a 

faint axial band forms at mid-gauge and steadily 

intensifies. As the curve approaches UTS, this band 

evolves into a dominant localization zone; strain 

gradients steepen while the surrounding field 

remains comparatively low. In the last frame before 

fracture, the major-strain peak is strongly 

concentrated within a narrow region, consistent 

with the observed post-UTS softening on the 

engineering curve and with pronounced lateral 

contraction. 

Fig. 4 presents the evolution of the DIC major-

strain field at four representative instants – start of 

test, early plasticity (band nucleation), localization 

growth, and the final pre-fracture frame – plotted 

with a common color scale and field of view. 

Fig. 4. DIC major-strain fields: baseline → band 

nucleation → localization growth → fracture 

(clockwise) 

4.3 Necking and fracture appearance 

Macroscopic inspection shows a single, centrally 

located neck with deformation confined to the 

gauge (Fig. 5). The overall appearance is consistent 

with ductile tensile failure controlled by localized 

necking typical of very high-strength Q&T steels. 

Fig. 5 presents the fractured S1100QL specimen 

after a quasi-static test, indicating gauge-confined 

deformation and a single-neck failure mode. 

Fig. 5. Fractured S1100QL specimen; single neck 

centered in the gauge. 

4.4 Implications for modeling 

For parameter identification, the pre-necking 

segment of the true stress–strain curve (converted 

from engineering data using DIC-based strain) can 

be used, as it represents uniform deformation and 

yields robust rate-independent parameters. The 

onset of localization (from DIC) serves as a 

practical marker separating uniform from post-

instability behavior. Because deformation becomes 

strongly confined after this point, model validation 

should prioritize field-level comparisons (major-

strain maps and axial profiles) rather than relying on 

global elongation alone. 

4.5 Measurement repeatability and uncertainty 

Repeat tests show tight overlap in the elastic and 

early plastic range, and only modest scatter around 

the peak, indicating that the test alignment, 

gripping, and optical tracking were stable. Using 

identical DIC settings across repetitions minimized 

correlation-parameter bias, while four symmetric 

LED lights ensured uniform illumination and 

limited speckle glare. The remaining variability 

near UTS is consistent with specimen-to-specimen 

differences in the exact onset and sharpening of 

localization. Because global elongation can be 

biased by miniature threaded geometry, field-aware 

quantities (localization onset and local peak strain) 

together with classic strengths are emphasized. 

4.6 Practical metrics for design and model 

calibration 

For engineering use, three metrics are 

particularly informative and straightforward to 

extract from the present dataset: 

• 0.2% proof stress – a conservative sizing

parameter, directly read from the curves;

• UTS – an upper bound for load-carrying

capacity before diffuse instability;

• Localization indicators from DIC – (i)

global strain at localization onset, marking

the transition from uniform to post-

instability behavior, and (ii) the peak local

major strain in the last frame, characterizing

the severity of the neck.
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In constitutive identification, the pre-necking 

true curve (converted using DIC-based axial 

strain) supports fitting rate-independent 

plasticity parameters (e.g., 𝐸, 𝜎𝑦, and an 

isotropic hardening law 𝐾, 𝑛). The localization 

onset provides a practical delimiter for the 

fitting window, while the final DIC field offers 

a target for validating strain localization in 

finite-element simulations (e.g., comparison of 

major-strain maps and axial profiles rather than 

global elongation only). 

5. Conclusions

Quasi-static tensile tests on S1100QL show a

steep elastic response, a short uniform-plastic 

regime, and a rapid transition to localized necking. 

Full-field DIC confirmed the evolution from near-

homogeneous straining to a single, centrally located 

neck with strongly confined major-strain just before 

fracture. Repeat curves overlapped closely, 

indicating stable alignment and measurement; the 

resulting strength levels and deformation pattern are 

consistent with the expected behavior of quenched-

and-tempered high-strength steels at a very low rate. 

For engineering use and constitutive calibration, the 

pre-necking true stress–strain segment provides a 

reliable basis for rate-independent parameters, 

while DIC-based indicators – the global strain at 

localization onset and the peak local major strain – 

quantify the onset and severity of localization. 

These results establish a clean quasi-static baseline 

for S1100QL and a field-resolved reference for 

validating numerical simulations. 

The present results are limited to very low 

loading rates and room temperature; as such, they 

establish a baseline for S1100QL under quasi-static 

conditions. Future work should pair these data with 

elevated strain-rate tests (e.g., tensile SHB) and 

temperature variations to cover the operating 

envelope used in protective applications. On the 

analysis side, reporting a work-to-fracture metric 

(area under the engineering curve up to the last 

frame) and a DIC-based neck width would add 

complementary measures of energy absorption and 

localization severity. 
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1. Introduction

Vanadium-carbide reinforced aluminum alloys

have attracted significant interest in recent years due 

to their enhanced strength-to-weight ratio, 

improved fatigue resistance, and refined 

microstructural stability, making them promising 

materials for lightweight protective structures and 

high-performance engineering applications [1, 2, 3]. 

The addition of vanadium carbide promotes grain 

refinement and precipitation strengthening, which 

can substantially improve mechanical performance 

under different loading regimes. 

The mechanical response of aluminum alloys is 

strongly dependent on the strain rate, with dynamic 

loading often leading to increased flow stress and 

reduced ductility compared to quasi-static 

conditions [4]. Investigations of aluminum alloys 

such as 6005A-T6 and 5083 have shown that these 

materials exhibit notable strain rate sensitivity, 

which must be taken into account in structural 

design and numerical modeling. 

Full-field optical measurement techniques, 

particularly Digital Image Correlation (DIC), have 

become indispensable in characterizing strain 

localization and deformation behavior in both 

quasi-static and high-strain-rate testing. Ultra-high-

speed DIC has been successfully applied to capture 

deformation fields during impact events such as 

Taylor impact tests, providing detailed insight into 

localized plasticity and failure mechanisms [2, 3]. 

Moreover, DIC has been extensively used to assess 

the formability of aluminum alloys and to study 

crack initiation and propagation under various 

loading conditions, offering valuable data for 

fracture mechanics and forming limit analyses [5]. 

In this study, quasi-static and dynamic tensile 

testing of a vanadium-carbide reinforced aluminum 

alloy is presented, with full-field strain 

measurements obtained using Digital Image 

Correlation. The objective is to evaluate the 

influence of strain rate on mechanical behavior, 

visualize strain distribution during deformation, and 

provide experimental data for the future validation 

of computational models. 

2. Materials and Methods

An Al–VC surface-reinforced layer was

produced by laser surface alloying. Commercial VC 

powder was uniformly spread on an aluminum 

plate, and the surface was scanned in multiple laser 

passes, melting the Al surface and mixing VC into 

the melt pool. Alternating scan directions promoted 

homogenization; inert shielding and gentle post-

cleaning removed loose residue. 
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Tensile flat dog-bone specimens were extracted 

so that the laser-alloyed zone spans the gauge. The 

same specimen design was used in both quasi-static 

and dynamic tests to enable direct rate comparisons. 

Surfaces in the gauge were lightly finished and 

coated with a matte white base plus a fine black 

speckle for DIC, as shown in Fig.1. 

Fig. 1. Flat dog-bone tensile specimen with central neck 

prepared for testing; DIC grid applied over the gauge 

region 

Quasi-static tensile tests were conducted on a 

universal Instron machine in displacement control 

at 0.001 mm/min under laboratory conditions. Force 

and crosshead displacement were recorded and 

time-aligned with imaging. Five tests were 

conducted to check repeatability. 

Dynamic tensile tests were performed on a 

tensile SHB configuration targeting an average 

strain rate of ~ 1000 s⁻¹. Incident, reflected, and 

transmitted bar strains were measured with axial 

gauges and reduced using standard one-dimensional 

elastic-wave analysis. Stress equilibrium was 

verified by comparing 𝜎inc + 𝜎ref with 𝜎trans over the 

analysis window. 

Full-field strain was measured with MatchID 

software. 

• QS: monochrome industrial camera with a

macro lens and symmetric continuous LED

lighting.

• SHB: high-speed camera with short

exposure, hardware-synchronized to the

SHB DAQ.

Calibration and correlation parameters 

(subset/step) were kept consistent within each 

regime and chosen based on speckle size. Axial 

strain was obtained from a virtual extensometer in 

the gauge. 

For QS, engineering stress–strain curves were 

built from measured force and initial area with DIC-

based axial strain; the yield strength was determined 

by the 0.2% offset method. For SHB, true stress–

strain was derived from bar signals. Strain-rate 

sensitivity was quantified by comparing flow stress 

at matched plastic strain levels; DIC major-strain 

maps supported the discussion of localization and 

failure mode. 

3. Experimental setup

Material fabrication. The Al–VC surface-

reinforced layer was produced by laser surface 

alloying: VC powder was uniformly spread on an Al 

plate, then multiple laser passes melted the surface 

and mixed VC into the melt pool, forming a 

continuous composite layer upon solidification. 

Cross-sections were prepared separately to confirm 

layer continuity and thickness. 

Specimens and fixtures (common to both 

regimes). Flat dog-bone specimens were extracted 

so that the laser-alloyed zone spans the gauge. 

Custom pin-loaded fixtures engaged the holes to 

avoid grip-induced damage and to ensure repeatable 

alignment. Gauge surfaces were finished and 

speckled for DIC. 

Quasi-static tensile setup. Tests were run on a 

universal Instron frame in displacement control 

(0.001 mm/min) under laboratory conditions, as 

shown in Fig.2. Force and crosshead displacement 

were recorded and time-aligned with imaging; 

duplicate tests were performed to check 

consistency. 

Fig. 2. DIC arrangement with four continuous LED 

lights providing symmetric illumination of the gauge 

region 

Dynamic tensile (Split-Hopkinson Bar) setup. 

Dynamic tests used a tensile SHB configuration 

with adapters that pin-loaded the same flat specimen 

design, as shown in Fig.3. Axial strain gauges on the 

incident and transmitter bars recorded incident, 

reflected, and transmitted waves. Classical one-

dimensional elastic-wave analysis was used to 

obtain specimen stress, strain, and strain-rate; stress 

equilibrium was checked by comparing 𝜎inc+𝜎ref 
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with 𝜎trans over the analysis window. Tests targeted 

an average strain rate of ~1000 s⁻¹. 

Fig.3. Tensile Split-Hopkinson Bar (SHB) setup: overall 

arrangement with high-speed camera and lighting - left; 

close-up of the flat dog-bone specimen mounted 

between the SHB tensile adapters - right 

Digital Image Correlation and timing. DIC 

was performed in the MatchID software for both 

regimes. For QS, a monochrome industrial camera 

with a macro lens and continuous symmetric LED 

lighting was used. For SHB, a high-speed camera 

with short exposure was hardware-triggered from 

the SHB acquisition to ensure frame-accurate 

synchronization. Calibration and correlation 

parameters were kept consistent within each 

regime; axial strain was taken from a virtual 

extensometer along the gauge. 

Data reduction and comparison metric. QS 

engineering curves were built from measured force 

and initial area with DIC-based axial strain. SHB 

analysis yielded true stress–strain. Strain-rate 

sensitivity was assessed by comparing flow stress at 

matched plastic strain levels; DIC maps were used 

to discuss strain localization and failure mode under 

the two loading rates. 

4. Results and Discussion

4.1 Quasi-static stress–strain comparison (Al vs. 

Al–VC) 

Fig. 4 compares the engineering stress–strain 

responses of the unreinforced aluminum (Al) and 

the laser-alloyed Al–VC test specimen tested under 

identical conditions. Both materials show a steep 

elastic segment with a similar initial slope, followed 

by measurable hardening and a smooth transition to 

localization. The Al–VC curve exhibits a higher 

proof/peak stress in the early plastic range, by 

roughly one order of 10% relative to Al, consistent 

with particle strengthening of the laser-alloyed 

layer.  

Beyond approximately ε ~ 0.30 – 0.35, the 

curves converge and then cross: the unreinforced Al 

maintains slightly higher flow stress and continues 

to larger terminal strain, whereas Al–VC softens 

earlier and fractures at a somewhat lower global 

strain. This behavior indicates that while VC 

reinforcement raises initial strength, it also reduces 

the available work-hardening/ductility, leading to 

earlier localization – a trend corroborated by the 

DIC fields presented later. 

Fig. 4. Quasi-static engineering stress–strain curves 

of Al and Al–VC flat coupons – identical geometry and 

test conditions 

Strain is obtained from a DIC virtual 

extensometer. Al–VC test specimen shows higher 

early strength (~8–10% above Al), whereas at larger 

strains the unreinforced Al carries slightly higher 

stress and reaches a larger terminal strain. 

Fig.5 shows representative major-strain maps 

recorded by the camera for the Al-VC test 

specimen. The field is uniform at the start, a faint 

axial band appears with the onset of plasticity, and 

the band progressively intensifies and narrows near 

peak load, culminating in a sharply confined neck in 

the last frame. All frames are plotted with the same 

color scale and field of view to allow direct visual 

comparison. 

Fig.5. DIC major-strain fields (Al-VC test specimen): 

baseline → band nucleation → localization growth → 

fracture (clockwise) 
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4.2 Dynamic vs. quasi-static tensile response 

(Al–VC) 

Fig. 6 compares quasi-static and dynamic 

responses of the Al–VC test specimens. After a brief 

transient, the dynamic curve stays approximately 

20% higher in early plasticity and remains elevated 

while softening to a larger terminal strain – evidence 

of strain-rate strengthening with rate-dependent 

hardening tempered by progressive softening (e.g., 

adiabatic heating) as localization develops. 

Fig. 6. Engineering stress–strain curves for the Al–VC 

flat test specimens under quasi-static and dynamic 

loading (identical geometry). 

The dynamic curve shows an initial transient 

followed by a stable, higher flow level and a larger 

terminal strain than the quasi-static response. 

Fig. 7 shows representative dynamic-test major-

strain maps: an initially uniform field evolves into a 

central axial band that tightens into a narrow 

localization zone. In the last frame, the peak strain 

is strongly confined to the neck with steep lateral 

gradients, consistent with the gradual post-peak 

softening of the dynamic curve and the extended 

global strain to failure. 

Fig. 7. Dynamic (SHB) DIC major-strain fields for Al–

VC at four stages: baseline → band nucleation → 

localization growth → fracture (clockwise) 

The curves and DIC fields show that Al–VC 

exhibits rate-dependent strengthening and sharper, 

more confined localization under dynamic loading 

compared with the quasi-static case. For concise 

quantification, the study reports classic strength 

values (0.2% proof, UTS) and two field-aware 

indicators: the global strain at localization onset and 

the peak local major strain before fracture, extracted 

consistently from the DIC analysis for each regime. 

5. Conclusions

Quasi-static and dynamic tests on the laser

alloyed Al–VC test specimens show a clean, 

repeatable tensile response: DIC captures the 

evolution from near-uniform straining to a single, 

gauge-centered neck, while dynamic loading 

sustains higher flow stress over a wide strain range 

and culminates in a sharper, more confined 

localization than the quasi-static case – establishing 

a concise, rate-dependent baseline and field-level 

validation targets for modeling. 

For future work, complementary fractography 

and coupled thermo-mechanical simulations will be 

done to link microstructure to localization. 
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Abstract 

This paper presents an experimental validation 

of chosen process parameters for friction stir 

welding (FSW). The study was conducted on 

specimens made of aluminum alloy EN AW 6060 

T6. Emphasis was placed on evaluating the effects 

of tool rotation speed, welding speed, and vertical 

force on weld quality and mechanical performance. 

Welding was performed using a cylindrical FSW 

tool with specified welding parameters. The welded 

joints were subjected to tensile and bending tests 

according to international standards. The strength 

and ductility of specimens machined from welded 

joints were analyzed. For this study, a set of welding 

parameters is carefully chosen based on experience 

and standards. These parameters should produce 

joints with the best mechanical properties that are 

comparable to the base material. The results provide 

valuable experimental data that validate the chosen 

process parameters, and can facilitate practical 

application of FSW for EN AW 6060 T6 aluminum 

alloy. This paper contributes to improvement and 

process optimization in industrial settings. 

1. Introduction

Friction Stir Welding (FSW) is an innovative

solid-state joining technique used extensively for 

aluminum alloys, which enables welding without 

melting the material [1]. The process utilizes a 

specially designed cylindrical tool that generates 

frictional heat through rotation and pressure, 

resulting in localized plastic deformation and 

material mixing to form a high-quality weld [1]. 

FSW is particularly important for aluminum 

because it overcomes common fusion welding 

issues such as solidification cracking and porosity, 

resulting in joints with superior mechanical 

properties, close to the base metal itself [2]. This 

makes it highly suitable for industries like 

aerospace, automotive, and marine, where 

lightweight, strong, and defect-free aluminum joints 

are critical. EN AW 6060 T6 alloy presents several 

challenges to the FSW technique due to its high 

strain-hardened state and sensitivity to thermal 

input. Excessive heat can lead to softening and loss 

of mechanical properties in the heat-affected zone, 

while insufficient heat results in poor material flow 

and defects like tunnel voids. Additionally, the 

alloy's strong tendency to form surface oxide layers 

complicates tool-material interaction. The 

aluminum oxide (Al₂O₃) layer acts as a mechanical 

and chemical barrier between materials. Therefore, 

proper choice of tool design, rotation speed, vertical 

force, and traverse speed is required in order to 

achieve defect-free welds with consistent strength 

and integrity, enabling further industrial adoption. 

This paper aims to experimentally test chosen 

FSW parameters, such as tool rotation speed and 

welding speed, for EN AW 6060 T6 aluminum 

alloy. It further seeks to validate weld quality 

through mechanical testing, ensuring that the joints 
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meet required strength and ductility standards for 

reliable industrial applications. 

2. Materials and Methodology

2.1 Friction Stir Welding (FSW) technique 

Friction stir welding (FSW) is a solid-state 

joining technique in which the base material does 

not melt [1]. Instead, heat generated by friction 

between the rotating tool and the workpieces softens 

the material, bringing it into a plasticized state. A 

specially designed cylindrical tool with a probe stirs 

and forges the materials together, resulting in joint 

formation. The process is highly nonlinear, 

involving large plastic deformations, elevated 

temperatures, and material flow in the weld zone. 

According to the international standard EN ISO 

25239-1:2020 [2], FSW is divided into five stages. 

The first involves tool rotation and its downward 

movement toward the workpieces. The second, 

known as the plunging stage, includes penetration 

of the probe until the tool shoulder contacts the 

surface, generating increasing heat and 

accumulating displaced material. In the third stage, 

translational motion along the joint line begins, 

creating the weld. Here, the probe encounters less-

heated material, which is softened by friction and 

transported to the rear of the tool, while new 

material is engaged at the front. The fourth stage 

marks the end of translational motion, and the fifth 

concludes with tool withdrawal from the solidified 

weld zone. A schematic of the FSW process is 

shown in Fig. 1. 

Fig. 1. Schematics of the FSW process 

This figure first appeared in EN ISO 25239 standard 

[2], then Milčić et. al. [3] made it more accurate 

with the inclusion of the support plate, and we 

further enhanced this image from [3], which is 

available via CC BY 3.0 license, by adding a bigger 

font more suitable for double column paper. 

Schematic of the FSW process [2] shown in Fig. 1.  

depicts: 1) base material, 2) tool rotation direction, 

3) welding tool, 4) downward tool movement, 5)

tool shoulder, 6) tool probe, 7) advancing side of the

weld, 8) axial (vertical) force, 9) welding direction,

10) upward tool movement, 11) exit hole, 12)

retreating side of the weld, 13) weld face, and 14)

support plate. The particular tool that was used for

the welding of the studied plate is shown in Fig. 2.

Fig. 2. FSW tool  

The welding parameters are given in Table 1. 

Table 1. FSW parameters 

Probe 

length 

[mm] 

Welding 

speed 

[mm/min] 

Axial 

force 

[kN] 

Tool 

rotation 

speed [rpm] 

Dwell 

time 

[s] 

3.7 1300 9 1650 0.2 

The zoomed-in picture of the upper side of the weld 

is shown in Fig. 3. 

Fig. 3. The upper side of the weld 

The zoomed-in picture of the exit hole is shown in 

Fig. 4. 

Fig. 4. The FSW exit hole 
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The welded plates have reinforcement ribs on their 

back side, which can be seen in Fig. 5. 

Fig. 5. The side view of  EN AW 6060 T6 plates 

A water jet machine is used to cut out specimens for 

bending and tension testing, as can be seen in Fig. 

6. The figure also shows the welding direction.

Fig. 6. Aluminum alloy welded plate with cut-out 

specimens 

The specimens B1 and B2 are used for penetration 

and bending testing, which will not be discussed in 

this paper; instead, we will be focusing on the 

tension test performed using flat dog-bone 

specimens shown in Fig. 7. 

Fig. 7. Actual tension specimens before testing 

2.2 Static tension testing for mechanical 

characteristics assessment 

Uniaxial tensile tests were carried out on the 

specimens using a Shimadzu servo-hydraulic 

machine (EHF EV101K3-070-0A) with a capacity 

of ±100 kN and a stroke of ±100 mm. The purpose 

of the tests is to determine FSW weld mechanical 

properties, i.e., static strength parameters [4]. The 

testing machine is shown in Fig. 8. 

Fig. 8. Shimadzu EHF EV101K3-070-0A 

3. Results

The base material thickness in the weld region is

4 mm. Although tensile failure in welded joints 

typically initiates in the heat-affected zone [5], in 

this case, fracture is anticipated in the base material 

outside the weld due to profile geometry, where ribs 

reduce the cross-sectional thickness locally to 2 

mm. Testing on specimens T3 and T4 confirmed

this hypothesis, with the crack occurring precisely

in the 2 mm-thick section between the ribs, as can

be seen in Fig. 9.

Fig. 9. T3 and T4 specimens after testing 

According to EN 755-2 standard, the yield 

strength of EN AW 6060 T6 (Rp0.2) is 150 MPa, 

while the tensile strength (Rm) is 190 MPa. The EN 

ISO 25239 standard for friction stir welding 

requires that the welded joint achieve a minimum 
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tensile strength of 0.7 Rm, i.e., 133 MPa. In 

specimens T3 and T4, material failure was observed 

at loads of 225.83 MPa and 225.56 MPa, 

respectively, indicating that the welded joints met 

the quality requirements. Stress-strain curves for T3 

and T4 specimens are shown in Fig. 10.  

Fig. 10. Stress-Strain curves for T3 and T4 

In order to remove the influence of ribs, they 

were removed by manual machining (fine grinding) 

of T5 and T6 specimens, reducing the thickness of 

the samples to 2 mm along their entire length. 

However, this led to the significant reduction of 

mechanical properties, with material failure 

occurring at 145.25 MPa and 114.85 MPa for T5 

and T6 specimens, respectively. Stress-strain curves 

for T5 and T6 specimens are shown in Fig. 11.  

Fig. 11. Stress-Strain curves for T5 and T6 

This significant reduction means the T6 

specimen does not satisfy the safety criteria for a 

welded joint that prescribes a minimum tensile 

strength of 0.7 Rm, i.e., 133 MPa. 

4. Conclusions

While the initial welded joints satisfied EN ISO

25239 requirements, manual machining that 

reduced the thickness to 2 mm caused a significant 

drop in tensile strength, so much so that specimen 

T6 failed to meet the minimum standard, 

highlighting the detrimental effect of post-weld 

modification. 

Acknowledgments 

This research was supported by the Ministry of 

Science, Technological Development and 

Innovation of the Republic of Serbia, contract No. 

451-03-66/2024-03/200378, and by the Science

Fund of the Republic of Serbia, #GRANT No. 7475,

Prediction of damage evolution in engineering

structures – PROMINENT.

References 

[1] Thomas, W. M., Nicholas, E. D., Needham, J. C.,

Murch, M. G., Templesmith, P., Dawes, C. J.

Friction stir welding. International Patent

Application No. PCT/GB92/02203; U.S. Patent No.

5,460,317, 1991

[2] EN ISO 25239:2020, Friction stir welding —

Aluminium (Parts 1-5). International Organization

for Standardization: Geneva.

[3] Milčić, D., Laban, M., Arsić, D., Nikolić, R.,

Hadzima, B., Konjatić, P. Improvement of welded

joint quality obtained by friction stir welding. IOP

Conf. Ser.: Mater. Sci. Eng., 2018, 393, 012107.

[4] Dunić, V., Živković, J., Milovanović, V., Pavlović,

A., Radovanović, A., Živković, M. Two-Intervals

Hardening Function in a Phase-Field Damage Model

for the Simulation of Aluminum Alloy Ductile

Behavior. Metals, 2021, 11(11), 1685.

[5] Lee, S., Kim, B.C., Kwon, D. Fracture Toughness

Analysis of Heat-Affected Zones in High-Strength

Low-Alloy Steel Welds. Metallurgical Transactions

A, 1993, 24A, 1133–1145.

118



RESIDUAL STRESS-INDUCED DAMAGE IN BRAKE DRUMS 

Dobrivoje ĆATIĆ1, Vladimir ĆATIĆ2, 

1 0000-0003-3636-8301, Full Profesor, Faculty of engineering, University of Kragujevac, 34000 

Kragujevac, 6 Sestre Janjić Street, Serbia, caticd@kg.ac.rs 

2 0009-0006-9268-8317, Software engineer, HTEC Group, Bulevar Milutina Milankovica 7DJ, 

Belgrade 11070, Serbia, vladimir.catic@htecgroup.com 

1. Introduction

The braking system represents one of the vital 

subsystems of the complex mechanical system of a 

motor vehicle. Together with the steering system 

and the tires, it plays a decisive role in the active 

safety of motor vehicles and road users 1. Brakes, 

as the actuators of individual subsystems, have a 

particularly important role in considerations of the 

reliability of motor vehicle braking systems due to 

their operating conditions and their influence on 

vehicle safety 2. In motor vehicles, two basic 

types are used: drum (radial) brakes and disc 

(axial) brakes. On the rear wheels of heavy 

vehicles, drum brakes are most commonly applied. 

Because of their good characteristics, these brakes 

are also applied on the front wheels of motor 

vehicles, especially on vehicles with larger mass. 

Since the rear-wheel brakes also serve as the 

actuators of the parking (auxiliary) brake, the 

importance of drum brakes for the reliable and safe 

operation of motor vehicle braking systems is 

evident. 

Based on the failure modes, effects, and 

criticality analysis (FMECA) of drum brake 

components in motor vehicles, it has been 

determined that the brake linings and the brake 

drum exhibit the highest criticality 3. Criticality 

represents a relative measure of the severity of 

failure mode consequences and the frequency of 

their occurrence. 

The concept of residual stresses refers to 

internal stresses that exist in materials and 

structures independently of any external loads [4]. 

In metals, particularly in steels, residual stresses 

may arise due to [5]: 

- non-uniform chemical composition,

- unequal plastic deformations during transfor-

mations at room or elevated temperatures, 

- unequal plastic deformations caused by non-

uniform heating or cooling in different zones of the 

cross-section, 

- structural deformations associated with

volume changes in the structure, for example 

during steel hardening processes, 

- non-uniform plastic deformations in the cross-

section of a machine element induced by service 

loading at room or elevated temperatures. 

With regard to residual stresses in brake drums, 

it is important to note that brake drums are 

manufactured from a special type of cast iron, 

which is thermally conductive and wear-resistant. 

2. Failure analysis of drum brakes

In drum brake systems for motor vehicles either 

complete or partial failures may occur 3. 

Complete failures, which are rare, arise when the 

brake is unable to generate any braking torque. 

Partial failures, on the other hand, lead to a 

significant deterioration in the drum brake’s 

operating characteristics, including braking torque, 

operating temperature, braking uniformity, and the 

intensity of noise generated during braking.  

Failures that lead to a reduction in braking 

torque are commonly referred to as friction 

failures. These can be either permanent or 

transient. Permanent friction failures of a drum 

brake may result, among other causes, from 

damage to the drum and the brake shoe linings.  

Overheating of drum brake components occurs 

when the heat generated by converting the 

vehicle’s kinetic energy during motion exceeds the 

amount of thermal energy that brake components 

can dissipate to the surroundings. This situation 

arises during prolonged braking on downhill 

descents, frequent use of the brakes, or incomplete 

brake release when the brake is not actively 

engaged. Sustained high operating temperatures of 

drum brake parts can lead to thermal overloading 

and burning of the brake shoe lining material. In 

addition, overheating of drum brake components 

may cause: deformation of elements (drum ovality, 

shoe distortion), drum cracking, the occurrence of 
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blue spots and martensitic patches on the drum 

friction surface, brake lining damage, changes in 

material properties (e.g., loss of elasticity of return 

springs), accelerated aging of brake cylinder 

sealing elements, etc. 

The most common types of damage to the brake 

drum of motor vehicle braking systems occurring 

during operation are [6]: cracked drum, cracks 

caused by overheating, contamination of the 

friction surface with grease, occurrence of 

martensitic spots, deep grooves on the sliding 

surface, blue discoloration of the sliding surface, 

polished surface, drum deformation, excessive 

wear, thinning of the drum, circumferential 

cracking of the drum’s mounting ring and radial 

cracking of the mounting ring at the bolt holes. The 

subsequent sections present a detailed analysis of 

brake drum failures resulting from residual stresses 

induced by operational regimes and service 

conditions during use. 

3. Thermal cracks

Heat-checking or thermal cracks appear as a 

series of narrow, short, and shallow cracks on the 

braking surface of the drum (Fig. 1) [6]. They 

occur under normal operating conditions due to 

alternating heating and cooling of the friction 

surface of the drum and are considered a typical 

characteristic of drum brakes. These cracks do not 

affect braking torque or other functional 

parameters. Because of their shallow depth, 

thermal cracks usually wear away during operation 

as the friction surface of the drum undergoes 

normal wear, but they reappear again as a result of 

the braking process. However, there is a possibility 

that over time heat-checking may develop into 

more serious cracks, which would require drum 

replacement. Therefore, during routine inspections 

of a vehicle’s braking system, special attention 

should also be paid to the condition of thermal 

cracks on the drum. 

Fig. 1. Heat-checking. 

As shown in Fig. 1, thermal cracks appear on 

the friction surface of the drum that is closer to the 

mounting plate. On the opposite side, where the 

drum is cooled more evenly, such cracks are 

almost absent. All thermal cracks are oriented in 

the axial direction of the drum. This indicates that 

they occur as a result of tangential tensile stresses 

on the friction surface that arise during the cooling 

of the drum. How can the formation of thermal 

cracks be explained? 

During braking, intensive local heating of the 

contact surfaces between the drum and the brake 

linings occurs. As the temperature rises, the 

diameter of the material layers near the friction 

surface of the drum increases. This expansion is 

constrained by the adjacent layers of material that 

are less heated. Consequently, the outer layers of 

the drum wall are subjected to tensile stresses, 

while the inner layers are subjected to compressive 

stresses. If the total stresses in the outer layers 

exceed the yield strength, plastic deformation and 

an increase in drum diameter will occur. When the 

friction surface cools, its diameter decreases. This 

contraction is resisted by the plastically deformed 

outer shell. As a final result of the non-uniform 

heating and cooling of the drum wall, compressive 

residual stresses are formed in the plastically 

deformed outer layers of the drum wall, while 

tensile tangential residual stresses occur in the 

interior. It can be assumed that the maximum 

values of tensile tangential stresses appear in the 

surface layers of the friction surface. Their 

intensity is evidently greater than the tensile 

strength of the drum material, which leads to crack 

formation.  

4. Cracked drum

The most common cause of cracking in brake 

drums is residual thermal stress, which develops due 

to uneven heating and cooling during operation. In 

some cases, the intensity of residual stresses alone 

may be sufficient to initiate a crack. More 

frequently, residual stresses are superimposed with 

service stresses caused by external loads. If the total 

stress exceeds the tensile strength of the material, a 

crack will occur, its size being proportional to the 

stress intensity. Even small cracks in the drum wall 

can, over time and under dynamic loading, lead to 

complete drum failure. This raises the question of 

establishing a criterion for when the brake drum 

should be replaced, depending on the crack 

dimensions. 

A cracked drum (Fig. 2.) [6] can be detected 

through visual inspection. The crack typically runs 

in the axial direction and extends through the entire 
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wall of the drum. It always appears perpendicular to 

the sliding direction of the brake shoe. 

Fig. 2. Cracked drum. 

The reduction of drum wall thickness, either 

due to wear or due to machining aimed at 

eliminating detected defects, additionally decreases 

the static strength of the drum and increases the 

likelihood of crack formation. In the drum section 

where a crack has developed, elastic deformations 

are more pronounced, which leads to an uneven 

pressure distribution along the arc length of the 

friction lining and to a significant reduction of the 

braking torque. As a consequence, brake vibrations 

become strongly pronounced. Depending on the 

cause of origin, cracks in the drum may occur 

during the entire service life of the component. A 

cracked drum must be replaced, which means that 

this type of failure leads to the complete failure of 

the brake drum. 

5. Brake drum deformation

As with cracked drums, the most common 

cause of brake drum deformation is residual 

thermal stress resulting from uneven heating and 

cooling of the drum during operation. Residual 

stresses are superimposed with service stresses. If 

the total stress exceeds the yield strength of the 

drum material, permanent plastic deformations 

occur, leading to a loss of concentricity of the 

friction surface. The circular shape of the friction 

surface transforms into an oval. 

It is important to note that possible causes of 

drum ovality may also include improper storage of 

the drum, incorrect tightening during installation, 

or dropping the drum onto a hard surface during 

routine vehicle maintenance. In all these cases, 

residual stresses arise due to uneven plastic 

deformations at room temperature. However, the 

decisive factor for further use of the drum is the 

magnitude of the resulting deformation. 

Variation in drum diameter at different points 

along the braking surface, as well as uneven wear 

of the drum and brake linings, are indicators of an 

out-of-round drum. The magnitude of drum 

deformation is determined by measuring the drum 

diameter (Fig. 3) [6] at different points on the 

braking surface. 

Fig. 3. Measurement of drum deformations. 

On each brake drum, the manufacturer marks 

the values of the internal diameter of a new drum 

and the maximum permissible diameter, beyond 

which mandatory replacement is required. If the 

maximum measured diameter of the drum’s 

friction surface is smaller than the maximum 

permissible diameter, the drum can be machined in 

order to restore concentricity. Otherwise, the drum 

must be replaced. This means that deformed drums 

belong to the group of conditionally repairable 

components. 

6. Martensite spots

Martensite spots appear as extremely hard, 

slightly raised dark patches on the friction surface 

of the brake drum (Fig. 4) [6]. The presence of 

these dark spots indicates that the drum has been 

exposed to operating temperature regimes that 

caused structural changes in the drum material. 

During rapid cooling of a heated drum made of 

gray cast iron, the austenitic structure of the mate-

rial, with a face-centered cubic lattice, transforms 

into a martensitic structure with a body-centered 

cubic lattice. The structural transformation of 

austenite into martensite results in a relative 

increase in the material volume, which leads to the 

formation of raised dark spots on the drum’s 

friction surface. 

Fig. 4. Martensite spots. 
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Due to structural changes in the material, 

compressive residual stresses occur in the 

martensitic zones, leading to an increase in 

material hardness. The color change of the drum 

material with a martensitic structure can be 

explained by the presence of graphite in the 

material structure. Namely, during rapid cooling of 

gray cast iron, carbon atoms do not have time to 

diffuse out of the austenite crystals, but remain in 

the material in the form of graphite needles or 

flakes. 

In general, during the cooling process of steel 

or gray cast iron, structural stresses arise at the 

moment of transformation from austenite to 

martensite due to a significant increase in specific 

volume. Since martensitic transformation takes 

place at a temperature at which the material is no 

longer plastic, residual stresses form immediately. 

The surface layers of the material with a 

martensitic structure, due to the volume increase, 

tend to separate from the austenitic core. As a 

result, compressive stresses develop in the surface 

layer, while tensile stresses appear in the core (Fig. 

5a) [5]. With further cooling of the material, 

martensitic transformation continues in the deeper 

layers. Consequently, the initial stress distribution 

changes so that the maximum compressive stress 

shifts from the surface toward the interior, as 

shown in Fig. 5b). 

a)  b) 

Fig. 5. Schematic of structural stress formation in 

Cooling Zones I and II: a) onset of martensitic 

transformation, b) completion of transformation. 

The presence of raised, hard, dark spots on the 

friction surface of the brake drum reduces the 

effective contact area between the drum and the 

brake linings. This in turn leads to a decrease in 

braking torque, severe local heating, uneven wear 

of the brake linings, brake pedal pulsation, and the 

occurrence of vibrations and excessive noise 

during braking. In addition to structural residual 

stresses, intense local heating and non-uniform 

cooling of the friction surface give rise to thermal 

residual stresses. The complex stress state resulting 

from the combined effect of residual and service 

stresses causes deformation of the brake drum and 

the initiation of fatigue cracks on the friction 

surface. Failure to detect martensitic spots in a 

timely manner and eliminate the cause of brake 

drum overheating inevitably leads to mandatory 

drum replacement. 

7. Conclusions

Residual stresses have a significant influence 

on the service properties and operational life of 

machine elements. Therefore, it is important during 

the design phase of machine structures to devote 

appropriate attention to the causes and 

consequences of residual stresses. 

Residual stresses formed during manufacturing 

or during service of the brake drum are 

superimposed with stresses caused by external 

loading. As a result, the stress state within the 

brake drum is highly complex and often leads to 

damage in the form of cracks and deformations, 

necessitating replacement. 

Timely detection of such damage and the 

implementation of appropriate corrective measures 

can enhance the reliability and safety of the motor 

vehicle braking system. In addition, maintenance 

costs are significantly reduced. 
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1. Introduction

Above-ground cylindrical steel tanks are

indispensable assets in water and wastewater 

infrastructure. In equalization services, they buffer 

diurnal and industrial inflow variability, dampen 

“shock” pollutant loads, and stabilize downstream 

treatment functions, consistently shown to improve 

effluent quality and operational resilience [1]. 

Even when tanks are designed and operated 

within code provisions, long-term performance 

depends on how structural demand interacts with 

the service environment and maintenance practices. 

The technical literature documents characteristic 

failure modes – loss of containment by corrosion-

induced wall thinning, local joint distress, and 

roof/shell instabilities – through forensic case 

studies that combine inspection, measurement, and 

finite-element analysis to reconstruct the damage 

sequence and define preventive measures [2]. 

Wastewater headspaces and wetted zones 

present particularly aggressive conditions for 

carbon and stainless steels due to variable pH, 

dissolved sulfides, chlorides, and microbiologically 

influenced corrosion. Recent reviews emphasize 

corrosion monitoring and mitigation as central to 

lifecycle reliability of storage and process tanks in 

treatment facilities [3]. 

Within this broader context, this study focuses 

on durability-oriented design, inspection, and risk-

informed maintenance programs for tanks operating 

in wastewater service, drawing on established roles 

of equalization, observed failure mechanisms, and 

evidence from prior research and case histories. 

2. Tank Description and Methods

2.1 Geometry, construction, and service 

The investigated subject of this paper is an 

above-ground cylindrical steel equalization tank 

(nominal diameter 8.0 m, total height 17.6 m), 

assembled from bolted, factory-coated panels 

arranged in twelve courses (I–XII). Courses I–V use 

thin panels (t = 2.5 mm), course VI intermediate 

panels (t = 2.99 mm), and courses VII–XII thicker 

panels (t = 3.4 mm). The tank operates at 

atmospheric pressure in wastewater service with 

variable filling. Thin panels (2.5 – 2.99 mm) show 

low yield/UTS levels (~270–315 MPa), while the 

3.4 mm panels exhibit significantly higher strength 

(ReH = 420 MPa, Rm = 571 MPa), consistent with 

micro alloyed composition. 

2.2 Finite-element model of the tank 

FE [4] model of the tank was created with 

course-wise thickness zoning (I–XII), simply 

supported at the base ring to prevent rigid-body 

motion, as shown in Fig. 1. The model is created 
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within Simcenter Femap [5] software using 2D plate 

finite elements and consists of 278204 elements and 

278832 nodes. The average element size is 

approximately 40 mm.  

Fig.1 FE model with course-wise thickness zoning (I–

XII) 

2.3 Experimental monitoring and initial crack 

modeling 

In service conditions, digital radiography was 

performed on representative wall samples, which 

revealed localized corrosion defects of varying 

extent. Pitting was observed both on exposed steel 

surfaces and beneath silicone-coated regions, 

including at the lap joints of bolted connections. 

Metallographic analysis (Fig. 2) of corroded 

samples confirmed the absence of an effective 

anticorrosive layer and showed progressive surface 

and subsurface degradation. In advanced cases, 

coalescence of pits led to detachment of larger 

fragments of metal, resulting in discontinuities 

resembling through-thickness cracks. 

Fig. 2. Cross-sectional surface micrograph 

Based on these inspection findings, a finite-

element model of the tank was developed with an 

explicitly introduced initial crack in the ring 2 

region (Fig. 3). 

Fig. 3. Initial crack in the ring 2 region 

2.4 Loading and boundary conditions 

For design operating conditions, hydrostatic 

head of h = 17.0 m, liquid density ρ = 1000 kg/m³ 

(wastewater), and gravitational acceleration g = 

9.81 m/s² are considered.  

The hydrostatic pressure distribution for h=17 m 

and ρ=1000 kg/m3 is given in Fig. 4. 

Fig. 4. Hydrostatic pressure diagram for h=17 m and 

ρ=1000 kg/m3 
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3. Results and Discussion

3.1 FEA results of tank without crack 

The von Mises stress distribution on tank model 

without crack is shown in Fig. 5. Peak stress values 

occur in the lower courses, where hydrostatic 

pressure is greatest, with maximum equivalent 

stresses reaching approximately 200 MPa. 

Fig. 5. Equivalent von Mises stress distribution in the 

intact tank model 

3.2 Effect of the crack on stress distribution 

When an initial crack was introduced in the ring 

2 region, significant local stress amplification was 

observed. The von Mises stress field around the 

crack tip exhibits a highly localized concentration, 

with values exceeding 450 MPa (Fig. 6). This peak 

stress surpasses both the yield strength (ReH = 270–

315 MPa for thin panels) and the ultimate tensile 

strength of the 2.5 mm wall panels. 

Fig. 6. Equivalent von Mises stress distribution in the 

tank model with modeled crack in the ring 2 region 

Fig. 7 provides an enlarged view of the stress 

state in the region of ring 2, highlighting the 

localized stress concentration around the modeled 

crack. The contour plot clearly illustrates the 

redistribution of equivalent stresses in the vicinity 

of the defect, where sharp gradients develop as a 

result of crack–tip effects. The crack perturbs the 

otherwise smooth hoop stress distribution, 

introducing discontinuities across the ring joint.  

Fig. 7 Localized von Mises stress distribution around 

the modeled crack in ring 2 

3.3 Comparative assessment 

A direct comparison between the intact and 

cracked models highlights the pronounced influence 

of the defect. While the intact model remains in the 

elastic range with stresses below yield, the cracked 

configuration shows stress intensities well above 

the material capacity. These results suggest that 

even a relatively small initial crack at a ring joint 

can act as a critical trigger for structural instability, 

potentially leading to uncontrolled crack 

propagation and loss of containment. 

The analysis emphasizes the importance of 

continuous inspection and early detection of cracks 

in bolted-panel tanks, as localized overstress 

conditions can develop rapidly under routine 

hydrostatic loading. Preventive maintenance and 

reinforcement of critical joints should therefore be 

prioritized in durability-oriented management of 

wastewater tanks. 

4. Conclusions

This study presented a finite-element analysis of

a cylindrical steel wastewater equalization tank, 

with particular emphasis on the effect of an initial 

crack at the ring 2 region. The intact model showed 

stress levels consistent with elastic shell theory, 

125



with maximum equivalent stresses remaining below 

the yield limit and displacements within acceptable 

serviceability ranges. 

By contrast, the cracked configuration revealed 

highly localized stress intensification around the 

crack tip, with equivalent von Mises stresses 

exceeding both the yield and ultimate tensile 

strength of the thin (2.5 mm) wall panels. These 

results demonstrate that even small cracks 

introduced at course joints can act as critical defects, 

triggering localized plastification and posing a 

significant risk of crack propagation under routine 

hydrostatic loading. 

The comparative assessment highlights the 

vulnerability of bolted, thin-walled steel tanks in 

aggressive wastewater environments, where defects 

can drastically alter the structural response. The 

findings emphasize the need for durability-oriented 

design, regular inspection, and risk-informed 

maintenance strategies to ensure the long-term 

reliability of such assets. 

While the present study demonstrated the critical 

influence of localized cracks on the structural 

response of cylindrical steel wastewater tanks, 

several aspects merit further investigation: 

• Fracture mechanics assessment – A full

fracture mechanics analysis, including

stress intensity factor (SIF) evaluation and

crack growth simulations, would provide

quantitative insight into the propagation

potential under cyclic filling and emptying

conditions.

• Material degradation effects – 

Incorporating corrosion-induced wall 

thinning, pitting, and microbiologically

influenced corrosion into the finite-element

framework would yield more realistic

predictions of long-term performance of

such structures.

• Experimental validation – Laboratory

testing on representative bolted panel joints

with artificial cracks would strengthen the

numerical findings and help calibrate

constitutive models for thin-walled steels.

• Monitoring and inspection strategies –

Future work should explore the integration

of non-destructive evaluation (NDE)

methods, acoustic emission monitoring,

and digital twins for early detection and

life-cycle management of cracks.

• Mitigation measures – Structural retrofits,

such as local reinforcement of ring joints or

use of composite overlays, should be

investigated as practical interventions to 

reduce stress concentration and delay crack 

propagation. 

Overall, advancing the modeling, monitoring, 

and preventive maintenance of thin-walled steel 

tanks is essential for ensuring structural integrity 

and operational resilience in wastewater service 

environments. 
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1. Introduction

Residential heating boilers burn fuels to heat

water, which flows through a network of pipes and 

radiators to warm the house [1]. One type of 

residential heating boiler characterized by its high 

efficiency is the gasification boiler. Gasification 

boilers operate with an efficiency of around 85% [2] 

compared to a classic wood boiler with an efficiency 

of around 63% [3]. The gasification boilers use a 

controlled amount of oxygen and precisely defined 

temperatures to transform the solid biomass into 

gas, which is later combusted to generate the needed 

heat [4]. The technology behind gasification boilers 

is called biomass gasification – a thermochemical 

conversion of organic feedstock under high-

temperature conditions, through which biomass is 

converted to syngas. Syngas composition varies, but 

it is mainly composed of CO, H2, N2, CO2, and some 

hydrocarbons (CH4, C2H4, C2H6, etc.) [5]. 

A variety of papers have investigated 

gasification boilers and attempted to optimize their 

operation and design. The IEA Bioenergy annual 

report [6] analyzed the product spectrum (organics, 

char, gas, water) from fast pyrolysis of aspen poplar 

wood, depending on process temperature. It was 

shown that with an increase in temperature, the 

yield of gas also increases. Similar research was 

done by Raibhole and Sapali [7], namely, they 

investigated how the flow rate of oxygen influenced 

the syngas composition. They concluded that the 

optimal mass flow of oxygen is around 8 kilograms 

per hour, when the participation of H2 in syngas is 

the highest. Karmarković et al. [8] investigated the 

combustion chamber of the gasification boiler to 

find its optimal design. Drosatos et al. [9] described 

the computational fluid dynamics simulation of 

syngas combustion and the heat transfer in a 

domestic wood gasification boiler to further 

optimize its operation. Hopan et al. [10] 

investigated emissions from 111 measurements on 

solid fuel household boilers, among which was a 

hefty number of gasification boilers. One of the 

conclusions was that emissions-wise, a significant 

improvement was observed when the gasification 

boiler was operated by a trained operator.  

Overall, regardless of the type of boiler, the 

heated water is kept in the boiler water wall, 

hereinafter referred to as the “water chamber” (Fig. 

1). To the authors’ knowledge, the pressure of 3 bars 

is considered as critical pressure of the water in the 

water chamber, which triggers the activation of the 

safety valve. This paper investigates how the critical 

pressure of the water of 3 bars will influence the 

water chamber with a wall thickness of 5 

millimeters, and the possibility of mitigating the 

displacements without increasing the thickness of 

the wall.  
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Fig. 1. Section view of a gasification boiler [11] 

2. Materials and methods

The three-dimensional model of the water

chamber (Fig. 2) and the static analysis were done 

in the “CATIA V5R21” software. There is a variety 

of studies that used CATIA for modeling and 

analysis. For example, Mohamad et al. [12] did a 

design and static structural analysis of a race car 

chassis using CATIA, Pinca-Bretotean and Chete 

[13] did a static analysis of a rolling chassis,

Anggono and Riyadi did a finite element analysis of

a truck frame [14], Hernandes et al. [15] examined

the structural optimization using CATIA finite

element analysis and optimization.

Fig. 2. Three-dimensional model of the water 

chamber 

To give a better insight into the analyzed water 

chamber, the characteristics of the domestic 

gasification boiler are shown in Table 1. 

Table 1. Characteristics of the analyzed 

domestic gasification boiler 

Power 20 kW 

Boiler dimensions 
H: 1412 mm, W: 984 

mm,  L: 841 mm 

Gasification chamber 

dimensions 

H: 600 mm, W: 500 

mm, L: 500 mm 

Gasification chamber 

volume 
150 l 

Diameter of the flue 

pipe 
80 mm 

Water flow rate 0.238 l/s 

The rendered model of the analyzed boiler is 

given in Fig. 3. 

Fig. 3. Rendered model of the analyzed boiler 

3. Results

The first iteration of the static analysis of the

original water chamber under given pressure 

resulted in a transitional displacement magnitude of 

10.28 millimeters (Fig. 4).  

Fig. 4. Static analysis – first iteration 

To mitigate these displacements, the chamber 

design was adapted by adding stiffening rods (Fig. 

5). Subsequently, the second iteration of the static 

analysis revealed relocated, but decreased, 

displacements with a local maximum of 4.29 

millimeters. 
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Fig. 5. Static analysis – second iteration 

The stiffening rods were added in every 

following iteration at the place of maximal local 

displacements. Analogously, the third iteration (Fig. 

6) resulted in local maximal displacement of 4.15

mm.

Fig. 6. Static analysis – third iteration 

In the fourth iteration, the displacements were 

relocated with a maximal intensity of 4.29 

millimeters (Fig. 7). 

Fig. 7. Static analysis – fourth iteration 

The same scenario happened two more times 

(Fig. 8 and Fig. 9) with transitional displacement 

magnitudes of 4.29 (fifth iteration) and 1.39 

millimeters (sixth iteration). 

Fig. 8. Static analysis – fifth iteration 

Fig. 9. Static analysis – sixth iteration 

After six iterations of static analysis of the water 

chamber, the non-critical values of displacements 

were obtained (1.39 millimeters), consequently, 

defining the final design of the chamber (Fig. 10). 

Accordingly, it was proven that displacement 

mitigation of the water chamber is possible using 

only stiffening rods, i.e., without increasing the wall 

thickness. 

Fig. 10. Final water chamber design 
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4. Conclusion

The object of the analysis was a water chamber

of a domestic gasification boiler. The water 

chamber was tested at 3 bar water pressure. The first 

analysis resulted in critical displacements of around 

10.3 millimeters, which led to the conclusion that 

the water chamber needs a redesign. 

The redesign was done in six iterations. At every 

iteration, stiffening rods were added at the place of 

the highest displacements. The last iteration resulted 

in a non-critical displacement of 1.39 millimeters. 

The analysis as a whole showed that the mitigation 

of the displacements is possible without increasing 

the wall thickness, i.e., using only stiffening rods. 
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1. Introduction

Ball burnishing is a cold surface finishing

process used to improve the roughness and other 

surface characteristics of aluminum alloys, resulting 

in enhanced wear, corrosion, and fatigue resistance. 

The process is based on the plastic deformation of 

surface irregularities using a hard, polished ball that 

is pressed against the workpiece under controlled 

forces. 

The key ball burnishing parameters that 

significantly influence the final surface roughness 

of aluminum include the applied force, burnishing 

speed, number of passes, and lubrication conditions. 

Studies have shown that multiple passes increase 

surface smoothness; however, beyond a certain 

threshold, additional passes do not yield substantial 

improvements due to saturation of plastic 

deformation. Moreover, moderate force levels (50–

300 N) combined with low burnishing speeds 

(~0.05 mm/rev) have demonstrated the best results 

in reducing the surface roughness parameter Ra. 

Burnishing processes - including ball, roller, and 

diamond burnishing - are recognized as effective 

methods for enhancing the surface properties of 

aluminum alloys, particularly in terms of roughness 

reduction and hardness improvement. 

Asadbeygi et al. experimentally investigated and 

optimized the influence of burnishing process 

parameters on aluminum alloy 2036, achieving a 

significant decrease in roughness and an increase in 

hardness [1]. Similarly, Cagan focused on the 

aluminum–lithium alloy Al8090, analyzing the 

effects of burnishing force, burnishing speed, and 

number of passes, comparing results under dry 

conditions and with minimum quantity lubrication 

(MQL), while also evaluating environmental 

aspects [2]. 

Ferencsik and Varga optimized diamond 

burnishing of EN AW-2011 alloy, providing 

detailed insights into the dependence of final 

roughness on selected process parameters [3]. Yuan 

et al. applied chaos theory to analyze the nonlinear 

characteristics of surface roughness in aluminum 

alloys, showing that burnishing parameters strongly 

influence surface micro-geometry [4]. 

Özkul [5] confirmed that ball burnishing 

substantially improves the surface quality of 

Al6013 alloy, whereas Dimitrov developed a digital 

model of the process - based on experiments with 

bronze and aluminum alloys - for parameter 

optimization using artificial intelligence [6]. 

Labuda et al. investigated burnishing of EN AW-

6060 aluminum tubes, demonstrating improvements 

131

DOI: 10.46793/41DAS2025.131K

http://www.orcid.org/0000-0003-1231-0041
mailto:vladimir.kocovic@kg.ac.rs
http://www.orcid.org/0000-0002-1914-1298
mailto:dzuna@kg.ac.rs
http://www.orcid.org/0000-0002-6120-6139
mailto:skostic@asss.edu.rs
http://www.orcid.org/0000-0002-1373-0040
mailto:zixi90@gmail.com
http://www.orcid.org/0000-0001-5941-3262
mailto:mdjordjevic@asss.edu.rs
http://www.orcid.org/0000-0003-0583-0583
mailto:ljbrzakovic@asss.edu.rs
http://www.orcid.org/0000-0003-2420-6778
mailto:vukelic@uns.ac.rs
https://doi.org/10.46793/41DAS2025.131K


in hardness, roughness parameters, and the material 

ratio of welded joints [7]. 

A comparative study by Harish Shivalingappa 

[8] examined the differences between ball and roller

burnishing for Al2024 alloy, while Swirad reported

a reduction in surface topography amplitude of up

to 94%, providing a detailed analysis of changes in

areal textures [9]. Amdouni et al, using response

surface methodology, modeled and optimized ball

burnishing of aluminum alloy 2017A-T451,

identifying optimal parameters for reducing

roughness and increasing microhardness [10].

Overall, the reviewed literature confirms that 

optimizing burnishing process parameters - 

including force, speed, number of passes, and 

lubrication conditions - can lead to substantial 

improvements in the surface integrity of aluminum 

alloys. These findings provide a solid foundation for 

further research aimed at tailoring the process to 

specific technical requirements and sustainable 

manufacturing practices. 

The authors in this paper [11, 12, 13, 14, 15] 

address the burnishing process and the influence of 

its parameters on the surface finish quality of 

various materials, including wood, aluminum 

alloys, and steel alloys.  

In this study, experimental investigations were 

carried out on Al6088 alloy using a specially 

designed ball burnishing tool on a universal lathe. 

The aim was to analyze the influence of feed rate on 

surface roughness parameters (Ra and Rz) and to 

evaluate surface characteristics through Abbott–

Firestone (bearing area) curves. 

2. Experimental Procedure

The experimental investigations were carried out

on a universal lathe Pus-1500. The work material 

was Al6088 aluminum alloy with a diameter of 80 

mm, selected to minimize elastic deformation under 

the penetration force of the ball. The workpiece was 

clamped in a three-jaw chuck and additionally 

supported by a tailstock center, which further 

reduced elastic deformation. 

Preliminary machining was performed in the 

longitudinal direction using a cemented carbide tool 

with positive cutting geometry. The cutting 

parameters were a spindle speed of 500 rpm and a 

feed of 0.2 mm/rev. After preparation, surface 

plastic deformation was carried out with a specially 

designed tool for the ball burnishing process. 

Burnishing was performed using a steel ball of 10 

mm diameter at a penetration depth of 0.05 mm. 

The aim of the experiments was to investigate 

the influence of feed rate on the surface quality 

achieved by ball burnishing. The workpiece length 

was divided into five cylindrical sections, each 15 

mm long. The first section (labeled 0) served as the 

reference surface and was not subjected to 

burnishing. Its surface roughness was measured in 

five zones. The other four sections were burnished 

with feed rates of 0.05 mm/rev, 0.08 mm/rev, 0.1 

mm/rev, and 0.28 mm/rev, respectively (Fig. 1). 

Roughness measurements were performed in the 

same way as for the reference section, in five radial 

zones, using an INSIZE ISR C-002 profilometer. 

Fig. 1. Surface of Al6088 workpiece with cylindrical 

sections treated by ball burnishing under different feed 

rates 

3. Results and Discussion

The results of surface roughness measurements

obtained by ball burnishing at different feed rates 

are presented in Table 1. For each feed, 

measurements were performed at five 

circumferential positions (1, 3, 5, 7, and 9) to ensure 

repeatability. Presented values correspond to the 

average roughness parameters (Ra and Rz) with 

standard deviations. 

Table 1. Average values of Ra and Rz with standard 

deviations for different feed rates 

Feed rate 

(mm/rev) 
Ra (µm) ± st.dev Rz (µm) ± st.dev 

0.05 1.40 ± 0.15 6.45 ± 0.30 

0.08 1.48 ± 0.09 6.80 ± 0.28 

0.10 1.62 ± 0.09 7.47 ± 0.71 

0.28 1.71 ± 0.06 8.63 ± 1.17 

Unburnished 1.77 ± 0.25 8.44 ± 1.19 

Fig. 2 and 3 illustrate the relationship between 

feed rate and the roughness parameters Ra and Rz. 

A clear decreasing trend is observed as feed 

decreases. The lowest values are achieved at 0.05 

mm/rev, where Ra and Rz are significantly reduced 

compared to the unburnished reference surface. 

This confirms that feed rate is the dominant factor 

in improving surface finish. 
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Fig 2. Average Ra values versus feed rate with standard 

deviation 

Fig. 3. Average Rz values versus feed rate with standard 

deviation 

In addition to average roughness, Fig. 4 presents 

the material ratio curves (Abbott-Firestone curves) 

for all investigated feed rates. The unburnished 

surface exhibits the steepest slope and highest 

profile heights, indicating pronounced 

irregularities. Burnished surfaces, especially at 0.05 

mm/rev, show smoother curves and lower Rmax 

values. This demonstrates an improved load-

bearing capacity and higher wear resistance 

potential, which aligns with the expected benefits of 

ball burnishing. 

Fig. 4. Material ratio curves (Abbott-Firestone) for 

different feed rates 

The experiments confirm that decreasing the 

feed rate in ball burnishing significantly improves 

surface integrity. At the optimal feed of 0.05 

mm/rev, the surface roughness parameter Ra was 

reduced by ~21% compared to the unburnished 

condition, while Rz decreased by ~24%. Higher 

feed rates (0.28 mm/rev) provided only slight 

improvements over the reference surface. 

These findings are consistent with the literature, 

where low feed rates are reported to yield the best 

surface quality [1, 10]. The improved Abbott-

Firestone curves confirm the enhanced functional 

properties of burnished surfaces, such as increased 

load-bearing capacity and improved wear resistance 

[5, 9]. 

Overall, the obtained results demonstrate that 

feed rate plays a crucial role in ball burnishing. 

Lower values (0.05–0.08 mm/rev) should be 

applied when the goal is to achieve minimal 

roughness and optimal surface integrity of 

aluminum alloys 

4. Conclusions

This study investigated the influence of feed rate

on the surface quality of Al6088 alloy subjected to 

ball burnishing. Based on the experimental results, 

the following conclusions can be drawn: 

✓ Ball burnishing significantly improves

surface roughness parameters compared to

the unburnished condition.

✓ The feed rate was confirmed as the

dominant process parameter affecting

surface finish.

✓ The lowest values of Ra (1.40 µm) and Rz

(6.45 µm) were obtained at the feed of 0.05

mm/rev, representing reductions of

approximately 21% and 24% compared to

the unburnished surface.

✓ The Abbott-Firestone (bearing area) curves

showed that surfaces treated with lower

feed rates have improved load-bearing

capacity and reduced profile heights, which

enhances their functional performance.

✓ The repeatability of measurements at

multiple circumferential positions

confirmed the reliability of the results.

Overall, the findings indicate that lower feed 

rates (0.05–0.08 mm/rev) should be applied to 

achieve optimal surface integrity of aluminum 

alloys processed by ball burnishing. These results 

are consistent with previous research and provide a 

solid basis for further optimization of burnishing 

parameters in sustainable manufacturing practices. 
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1. Introduction

Titanium and its alloys are widely recognized as

preferred materials in biomedical engineering, 

especially for orthopedic implants such as artificial 

hip joints, owing to their outstanding 

biocompatibility, corrosion resistance, low density, 

and favorable mechanical characteristics [1, 2]. 

Among them, the Ti-6Al-4V alloy is particularly 

prominent for hip implant applications because of 

its superior strength-to-weight ratio, high resistance 

to corrosion in physiological environments, and 

strong capacity to facilitate osseointegration [3]. In 

addition, titanium possesses a comparatively low 

elastic modulus relative to other metallic 

biomaterials, which helps to mitigate stress 

shielding and ensures more effective load transfer to 

the surrounding bone [4]. 

Although titanium offers many beneficial 

properties, the clinical performance of titanium 

implants is strongly influenced by the material’s 

surface characteristics. Parameters such as surface 

roughness, chemistry, and topography are widely 

recognized as key determinants of biological 

interactions at the bone–implant interface [5, 6]. 

Among these, surface roughness is particularly 

significant, as it regulates cellular responses, 

impacting adhesion, proliferation, differentiation, 

and ultimately the integration of bone tissue [7]. 

A substantial body of research indicates that 

moderately rough surfaces (with an average 

roughness, Ra, of 1–2 µm) support osteoblast 

differentiation and improve bone-to-implant contact 

when compared to both smoother and excessively 

rough surfaces [8]. In contrast, overly smooth 

surfaces may promote fibrous tissue encapsulation, 

whereas excessively rough ones can provoke 

inflammatory reactions and accelerated wear [9]. 

Additionally, surface roughness influences the 

mechanical interlocking between the implant and 

bone, a key factor for achieving primary stability 

and reducing micromotion during the initial healing 

phase [10]. Inadequate primary stability can delay 

or prevent osseointegration, ultimately jeopardizing 

the long-term success of the implant. 

Recognizing these critical implications, 

considerable efforts have been devoted to the 

development of surface modification techniques to 

optimize implant surface properties. Conventional 

approaches, including grit blasting, acid etching, 

anodization, and plasma spraying, have been widely 

employed to enhance the surface characteristics of 

titanium [11, 12]. In recent years, electron beam 

processing has emerged as a promising technique, 

offering precise control over surface morphology, 

microstructure, and roughness, while minimizing 

the risk of chemical contamination [13]. 

A comprehensive understanding of the 

relationship between electron beam processing 

parameters—particularly the number of passes—

and surface roughness is fundamental to the design 

of implants with superior biological performance. In 

this context, the present study provides a systematic 

evaluation of the effect of pass number on the 

surface roughness of titanium specimens processed 

under a fixed beam current of 1.0 mA, offering 
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critical insights into the refinement of surface 

modification strategies aimed at enhancing clinical 

outcomes in hip joint arthroplasty. 

In summary, the experimental setup maintained 

a constant electron beam current of 1.0 mA while 

systematically varying the number of passes (2, 4, 

8, and 16) to investigate its influence on the surface 

roughness of titanium samples. 

2. Materials and Methods

Commercially available titanium alloy was

selected for specimen preparation. Rectangular 

samples with dimensions of 70 mm × 20 mm × 5 

mm were machined and subsequently subjected to 

mechanical grinding and polishing using P4000-

grade silicon carbide abrasive paper to ensure a 

uniform initial surface finish [14]. Following 

polishing, all specimens underwent ultrasonic 

cleaning in ethanol and were dried with compressed 

air to eliminate residual surface contaminants. 

Surface modification was conducted using a 

Probeam EBG 45-150 K14 electron beam welding 

system. Each specimen was subdivided into four 

treatment zones, each measuring 10 mm × 10 mm, 

and exposed to 2, 4, 8, or 16 electron beam passes, 

respectively (Fig. 1). The processing was performed 

at room temperature under high-vacuum conditions, 

with the beam current fixed at 1.0 mA and an 

acceleration voltage ranging from 60 to 150 kV. A 

raster-scanning approach was employed to ensure 

homogeneous surface modification across the 

designated treatment areas. 

Fig. 1. Titanium specimens after electron beam 

processing 

Surface roughness characterization was 

performed using an INSIZE ISR C-002 portable 

contact profilometer, equipped with a diamond-

tipped stylus to trace the surface topography and 

detect vertical displacements for precise profiling. 

Measurements were conducted in accordance with 

ISO 4287 standards over a 4 mm evaluation length, 

with three independent measurements recorded for 

each treated zone to ensure representative data. The 

acquired roughness parameters served as the basis 

for a quantitative assessment of the influence of 

electron beam pass number on titanium surface 

properties. 

3. Results and Discussion

Fig. 2 shows the surface roughness profile of the

polished titanium specimen prior to electron beam 

processing, serving as a baseline for subsequent 

comparisons. The polished surface exhibits 

relatively low roughness, with average values of Ra 

≈ 0.65 µm and Rz ≈ 4.43 µm, indicating a smooth 

and uniform finish suitable for surface modification 

studies. 

Fig. 2. Surface roughness profile of the polished 

titanium specimen prior to electron beam processing 

Fig. 3–6 present the roughness profiles of 

samples subjected to 2, 4, 8, and 16 electron beam 

passes at a constant beam current of 1.0 mA.  

Fig. 3. Surface roughness profile of the titanium 

specimen after 2 electron beam passes at 1.0 mA 

Fig. 4. Surface roughness profile of the titanium 

specimen after 4 electron beam passes at 1.0 mA 

136



Fig. 5. Surface roughness profile of the titanium 

specimen after 8 electron beam passes at 1.0 mA 

Fig. 6. Surface roughness profile of the titanium 

specimen after 16 electron beam passes at 1.0 mA 

Quantitative analysis of the roughness 

parameters (Table 1) reveals a clear influence of 

pass number on surface topography. After two 

passes, both Ra and Rz decrease significantly (Ra ≈ 

0.50 µm, Rz ≈ 2.83 µm), suggesting that localized 

melting and re-solidification during electron beam 

processing smoothen the initial asperities. 

Increasing the number of passes to four continues 

this trend (Ra ≈ 0.43 µm, Rz ≈ 2.54 µm), indicating 

progressive surface homogenization. 

Table 1. Average surface roughness parameters (Ra and 

Rz) of titanium specimens subjected to electron beam 

processing with different numbers of passes at a 

constant beam current of 1.0 mA 

Passes Ra avg (µm) Rz avg (µm) 

0 0.655 4.429 

2 0.498 2.832 

4 0.431 2.535 

8 0.373 2.351 

16 0.432 2.848 

The lowest roughness values are observed at 

eight passes (Ra ≈ 0.37 µm, Rz ≈ 2.35 µm), 

demonstrating that this processing condition 

achieves an optimal balance between energy input 

and surface reflow. However, with sixteen passes, a 

slight increase in both Ra and Rz is recorded (Ra ≈ 

0.43 µm, Rz ≈ 2.85 µm), which may be attributed to 

cumulative thermal exposure, repeated remelting, 

and potential microstructural coarsening. This non-

linear behavior highlights that increasing the 

number of passes beyond a certain threshold does 

not necessarily improve surface smoothness and 

may even reintroduce surface irregularities. 

These findings align with literature reports 

indicating that surface modification via high-energy 

beams can initially level micro-asperities, but 

excessive energy input may lead to roughness 

recovery due to localized melting instabilities and 

solidification dynamics [13]. In comparison with 

conventional surface treatments such as grit blasting 

or acid etching, which can produce non-uniform 

surfaces and introduce chemical residues [11], 

electron beam processing provides precise control 

of surface morphology and reproducible roughness 

adjustment without contamination. 

The measured Ra values remain below 1 µm 

across all samples, well within the range suitable for 

promoting osseointegration, as moderate roughness 

levels (Ra ≈ 1–2 µm) are often cited as optimal for 

bone–implant integration [8]. While the processed 

surfaces in this study are smoother than those 

typically achieved through mechanical or chemical 

texturing, the ability to finely tune surface 

roughness with electron beam passes demonstrates 

strong potential for optimizing implant surface 

properties. 

4. Conclusions

This study systematically investigated the

influence of electron beam processing parameters—

specifically the number of passes—on the surface 

roughness of titanium specimens at a constant beam 

current of 1.0 mA. The findings demonstrate that the 

number of passes plays a critical role in controlling 

surface morphology, with a clear trend observed: 

✓ Electron beam processing initially reduced

both Ra and Rz values, with the lowest

roughness achieved after eight passes (Ra ≈

0.37 µm, Rz ≈ 2.35 µm).

✓ Increasing the number of passes beyond

this point resulted in a slight roughness

increase, likely due to cumulative thermal

effects, repeated remelting, and

microstructural coarsening.

✓ The process produced smooth, uniform

surfaces without chemical contamination,

demonstrating the high precision and

controllability of electron beam surface

modification.
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These results indicate that electron beam 

processing offers a versatile and reproducible 

approach for tailoring implant surface 

characteristics, enabling fine adjustment of 

roughness to levels suitable for improved 

osseointegration and clinical performance. Future 

work will focus on correlating these topographical 

modifications with mechanical properties and 

biological responses to optimize surface treatments 

for orthopedic applications such as hip joint 

replacements. 
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1. Introduction

Phase-field damage modeling (PFDM) is very

popular among researchers and engineers, because 

it offers applications to various fields of interest. 

Investigating damage in structures and predicting its 

evolution, which can lead to material stiffness 

degradation and structural failure, is the most 

interesting aspect. Various research groups at the 

top world universities have implemented the latest 

findings into the commercial and research finite 

element method (FEM) codes, and the PFDM will 

probably be recognized technique for structural 

safety monitoring. 

However, the practical application is in one of 

the top interests, but some disadvantages decrease 

the possibility of efficient and accurate FEM 

simulations. One of them is the need for a fine FE 

mesh in the zone where material damage is 

expected, which makes models with large numbers 

of degrees of freedom and huge computational time. 

In this scope, it is important to implement the PFDM 

for various types of finite elements such as 2D 

axisymmetric elements, which can decrease the size 

of the problem by modeling only a cross-section of 

the axisymmetric structure.  

In this paper, we have implemented a previously 

developed PFDM theory into the 2D axisymmetric 

element and compared the simulation results to the 

3D solid element for the well-known large strain 

circular bar example. 

2. Phase-field damage model for 2D

axisymmetric element

 Recently developed, the critical-total strain 

based PFDM implementation, presented in [1], was 

introduced as a user-friendly approach which can be 

easily applied for simulation of damage evolution in 

ductile materials. The details are given in several 

papers published at conferences [2,3] and journals 

[1,4,5,6], but here, the main equation will be 

repeated. The internal potential energy consists of 

elastic, plastic and fracture parts as: 

𝑊𝑖𝑛𝑡 = 𝑊𝑒 +𝑊𝑝 +𝑊𝑓 . (1) 

The elastic strain energy is: 

𝑊𝑒 = (1 − 𝑑)2
1

2
𝝈0: 𝜺𝑒, (2) 

where 𝝈0 is the Cauchy stress tensor, 𝜺𝑒 is the

elastic strain tensor, and 𝑑 is damage variable. The 

plastic part of the internal strain energy is: 

𝑊𝑝 = (1 − 𝑑)2(𝜎𝑦𝑣𝜀𝑝̅ + (𝜎𝑦0,∞ − 𝜎𝑦𝑣) (𝜀𝑝̅ +
1

𝑛
𝑒−𝑛𝜀̅𝑝) +

1

2
𝐻𝜀𝑝̅

2), (3) 

where 𝜎𝑦𝑣 is the yield stress, 𝜀𝑝̅ is the equivalent

plastic strain, 𝜎𝑦0,∞ is the saturation hardening

stress, 𝑛 is the hardening exponent and 𝐻 is the 

hardening modulus. The fracture strain energy 

density is: 

𝑊𝑓 = 𝐺𝑣[𝑑 +
𝑙𝑐
2

2
|𝛻𝑑|2], (4) 

where  𝐺𝑣 is the specific fracture energy per unit

volume and 𝑙𝑐 is the characteristic length. By

derivation of the equilibrium of external and 

internal potential energy, the final form of the 

equilibrium equation can be found as: 

𝐷𝑖𝑣𝝈 + 𝒃 = 0. (5) 

The plasticity yielding condition law is: 

𝜎̅𝑒𝑞 − 𝜎𝑦𝑣 − (𝜎𝑦0,∞ − 𝜎𝑦𝑣)(1 − 𝑒−𝑛𝜀̅𝑝) − 𝐻𝜀𝑝̅ =

0.  (6) 

Finally, the phase-field damage evolution law can 

be derived as: 

𝐺𝑣[𝑑 − 𝑙𝑐
2𝛻2𝑑] + 𝑔′(𝑑)max⁡(𝜓𝑒 + 𝜓𝑝 −

𝐺𝑣 2⁄ ) = 0, (7) 
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where 𝜓𝑒 and 𝜓𝑝 are the effective elastic and plastic

strain energy. 

The critical fracture energy 𝐺𝑣 can be calculated by

finding the effective critical strain energy as 𝐺𝑣/2,

what gives: 

𝐺𝑣 =
𝜎𝑦𝑣
2

𝐸
+2𝜎𝑦𝑣 (𝜀𝑐𝑟 −

𝜎𝑦𝑣

𝐸
) + 2(𝜎𝑦0,∞ −

𝜎𝑦𝑣) [(𝜀𝑐𝑟 −
𝜎𝑦𝑣

𝐸
) +

1

𝑛
(𝑒−𝑛𝜀𝑐𝑟 − 𝑒−𝑛

𝜎𝑦𝑣

𝐸 )] +

𝐻 (𝜀𝑐𝑟
2 −

𝜎𝑦𝑣
2

𝐸2 ). (8) 

where 𝜀𝑐𝑟 is the critical total equivalent strain, and

𝐸 is the elasticity modulus. 

3. Finite element models and material

parameters

The presented critical-total strain based PFDM is 

implemented into the software PAK-DAM v25 [7] 

for the 3D solid and 2D axisymmetric element. Both 

implementations can be tested for the well-known 

circular bar necking example [8]. For that purpose, 

a large strain von Mises plasticity constitutive 

model is used and logarithmic strain measure [9].  

Dimensions of the half of the bar which is 

modeled by 2D axisymmetric and 3D solid elements 

are given as follows: bottom radius is 6.35mm, 

while the upper side is 1% larger – 6.4135mm, 

length is 26.67mm. The imperfection is prescribed 

to trigger the necking at the position where the 

radius is smaller. The 2D axisymmetric model has 

96 elements with mid-side nodes which gives 345 

nodes in total.  

In Figure 1, the boundary and loading conditions 

for a 2D axisymmetric finite element model are 

given. A cross-section of the ¼ of the specimen is 

modeled, so the y-symmetry boundary conditions 

are prescribed at the bottom side, while the opposite 

side is loaded by prescribed displacements which 

are connected by equations in the y-direction to the 

node on the central axis.  In Figure 2, the same data 

are given for the 3D solid finite element model. One 

quarter of the half of the bar is modeled while 

symmetry boundary conditions are prescribed at 

appropriate surfaces. On the bottom side, also, the 

y-symmetry boundary conditions are necessary as

well as loading conditions defined by prescribed

displacements. The 3D model has 648 finite

elements with mid-side nodes, which gives in total

of 3388 nodes. As it can be noticed, the 3D model

is approximately 10 times larger, and refinement of

the mesh for a more detailed simulation is

practically impossible.

The simulation is performed by the Full Newton 

iterative method with line search. The solution is 

obtained in 40 steps with a displacement increment 

of 0.2 mm, up to the total displacement of 8 mm.  

Fig. 1. 2D axisymmetric finite element model with 

boundary and loading conditions.  

Fig. 2. 3D solid finite element model with boundary and 

loading conditions.  

4. Simulation results

The simulation is performed to show the

functionality of the critical-total strain based PFDM 

implementation into the both 2D axisymmetric and 

3D solid finite elements in PAK-DAM v25 software 

[7].  
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Table 1. Material parameters 

Parameter Value Parameter Value 

Young 

modulus 

210.4 

[GPa] 

Exponential 

hardening 

16.93 

[-] 

Poisson’s 

ratio 

0.3118 

[-] 

Linear 

hardening 

0.12924 

[-] 

Yield 

stress 

0.45 

[GPa] 

Critical eq. 

strain 

1.2 

[-] 

Saturation 

stress 

0.715 

[GPa] 

Characteristic 

length 

0.5 

[mm] 

 In Figure 3, the equivalent plastic strain field is 

given in 31. and 32. time step, as the critical strain 

is achieved at that moment. 

Fig. 3. Equivalent plastic strain field in 31 (left) and 32 

(right) time steps for a 2D axisymmetric FE model.  

In Figure 4, the damage field is given for the 

steps 32 and 33, as an important detail which 

verifies the control over the damage onset by critical 

equivalent strain. 

Fig. 4. Damage field in 32 (left) and 33 (right) time 

steps for a 2D axisymmetric FE model.  

In Figure 5, the damage field is given for the last 

time step for both the 3D solid and 2D axisymmetric 

models to compare the obtained results. 

In Figure 6, the equivalent plastic strain field is 

given for the last time step for both the 3D solid and 

2D axisymmetric models to compare the obtained 

results. 

Fig. 5. Damage field in the last (40) time step for 3D 

solid (left) and 2D axisymmetric (right) FE model.  

Fig. 6. Equivalent plastic strain field in the last (40) 

time step for 3D solid (left) and 2D axisymmetric (right) 

FE model. 

In Figure 7, the damage field evolution at the end 

of the simulation is given for the last six time steps 

for the 2D axisymmetric model. 

Fig. 7. Damage evolution in 2D axisymmetric FE model 

in the last six time steps (35-40 from left to right) of the 

simulation.  

In Figure 8, the constraint force vs. displacement 

diagram at the upper side of the model is given for 

both the 3D solid and 2D axisymmetric models to 

compare the responses. 
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Fig. 8. Force-displacement response for 2D 

axisymmetric and 3D solid FE model  

5. Discussion and conclusions

The simulation results presented in previous

sections offer many points of interest for discussion. 

Firstly, the material parameters given in Table 1, 

define the stress-strain response of the material, but 

one important parameter for the PFDM simulation 

is the critical equivalent strain which is set to 1.2. 

As, the equivalent plastic strain defines the yield 

stress function in eq. (6), when the critical value is 

reached in time step 32 (Figure 3.), in the next time 

step 33, the damage occurs (Figure 4.). It is one time 

step later because the solution procedure is defined 

in a partitioned manner, so the damage field is late 

for one time step with respect to the displacement 

field. In Figure 5, it can be seen that the damage 

field achieves a similar level for both 2D 

axisymmetric and 3D solid FE models, but small 

difference (less than 5%) can be noticed.  A similar 

situation is for the equivalent plastic strain field at 

the last time step, given in Figure 6, but the 

difference is less than 1%. Figure 7 shows the 

evolution of the damage field in the specimen across 

the cross-section in the necking zone. Although, 

relatively coarse mesh is used, the increase of 

damage zone can be observed. Finally, in Figure 8, 

the force-displacement response of the circular bar 

model is compared for the 3D solid and 2D 

axisymmetric FE models and the overlapping of the 

diagrams is obvious.  

At the end, by analyzing the obtained results, it 

can be confirmed that both implementations of 

PFDM are functional and that the proposed method 

can be used for real structures. In this case, large 

strain nonlinear analysis with the Von Mises 

plasticity model and exponential hardening function 

is used, which is one of the most advanced 

simulations in the field. Of course, the advantage of 

a 2D axisymmetric finite element is obvious for the 

computational time necessary to solve the problem, 

but for detailed analysis, the 3D solid element can 

be used successfully.  
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1. Introduction

The forming limit diagram (FLD) of sheets is

determined experimentally. The diagram is often 

called the Keeler-Goodwin diagram named for the 

engineers who defined it. There are several ways to 

determine the diagram, but the most commonly used 

method is the fixed-edge tensile method. FLD is 

defined in the coordinate system of the principal 

strains in the plane of the sheet. The problem of the 

limit deformability of sheets is presented in the 

papers [1] and [2]. 

In this paper, first a review of the experimental 

determination of the FLD will be given and then it 

will be integrated into a numerical simulation. The 

FLD of DC04 steel was determined and the case of 

deep drawing of a non-standard box section was 

analyzed using the Simufact.forming software.  

Two numerical experiments were performed, 

with two different lubrication conditions. Based on 

the results of the numerical simulation, it will be 

interpreted whether both cases satisfy, i.e. whether 

fracture occurs. The goal of the numerical 

experiment is to show how much using of FLD into 

the numerical simulation can improve the analysis 

of the sheet metal forming process. 

2. Experimental determination of FLD

Based on the principle of the invariance of

volume, the following relationship always holds: 

φ1 +φ2 + φ3 = 0,   (1)

where φ1, φ2 and φ3 in Eq. (1) are the principal

strains and based on the two main strains, a third one 

can be calculated, which represents the thinning of 

the sheet.  

 In the experimental part, sheet metal test samples 

(Fig. 1) with one dimension of 120 mm, which does 

not change, were used. The second dimension starts 

from 20 mm and increases in steps of 10 mm. This 

results in 11 test tubes.  

Fig. 1. Sheet metal samples made of DC04 material for 

FLD determination 

Before cutting the test piece, it is necessary to 

apply a measuring grid consisting of circles with a 

nominal diameter of 3 mm to the surface of the sheet 

(Fig. 2). 

Fig. 2. Measuring grid element with equations for 

defining local strains 
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Each test sample is deformed in the tool under 

conditions of complete fixation of the peripheral 

zone (rim). In this way, the deformation zone is 

focused on the space under the punch cap and the 

so-called sheet stretching process is realized. Each 

deformed test piece corresponds to a specific stress-

strain state. Narrower test pieces correspond to 

deformation states to the left of the ordinate axis, 

and wider ones (up to the largest square) to the right. 

In the right zone there is a biaxial tension region, 

and in the left zone there is a uniaxial tension region 

with negative strain φ2 and biaxial deformation also 

with negative strain φ2. The forming process is 

carefully monitored and interrupted at the moment 

of the appearance of a crack in the sheet. The 

position of the crack should be precisely located in 

relation to the pole of the punch cap. The 

symmetrical position on the other side of the pole 

determines the position of the measurement point of 

localization. Most often, both measurement points 

are easily visible visually. 

Fig. 3. Experimentally obtained FLD for material DC04 

 For both places, the dimensions d1 and d2 should 

be measured precisely (with a minimum measuring 

accuracy of 0,1 to 0,05 mm) and φ1 and φ2 should 

be calculated. In this way, the coordinates of two 

FLD points are obtained. One point corresponds to 

localization, and the other to fracture. Therefore, 

with 11 successfully deformed test samples, 11 

pairs of points are obtained, which is sufficient to 

construct both the limit curve and the localization 

zone. All of the above experiments were performed 

in the metal forming laboratory of the Faculty of 

Engineering. The FLD for the DC04 material was 

determined. The experiment was performed on the 

ERICHSEN 142/12 machine. 

Based on the results, the FLD curve is 

constructed, which is shown in Fig. 3.  

3. Defining FLD in FEA

For numerical simulation the Simufact.forming

software was used, which has the ability to define 

FLD for materials. Carbon steel DC04 was taken 

from the material database and then the properties 

were changed, data for the flow curve and FLD were 

added. The use of FLD is only possible for 3D 

simulations. The diagram is defined by an equation 

for two cases ε2<0 and ε2>0. In Simufact.forming 

software minor strain is marked as 𝜀2 and major as

𝜀1. In order to assess the risk of failure, a forming

limit parameter was introduced, which has a value 

between 0 and 1. When this parameter has a value 

of 1, the material fracture occurs. This parameter [3] 

is calculated according to the formula given in Eq. 

(2): 

𝐹 =
𝜀1

𝜀1
𝑐𝑟𝑖𝑡(𝜀2)

,        (2) 

where 𝜀𝐼
𝑐𝑟𝑖𝑡 is the maximum major strain that can be

reached. In addition to determining the value of the 

factor, the simulation result is a simplified 

representation of the zones on the material that are 

"critical", "at risk" and "uncritical". The flow curve 

was determined by a uniaxial tensile test and is 

defined by the Eq. (3): 

𝐾 = 542,66 ∙ 𝜑0,2259. (3) 

The froming limit diagram is defined in the 

Simufact.forming software by the equations of two 

lines. The DGD is shown in Fig. 4 and is defined by 

the Eq. (4) and Eq. (5): 

𝐹𝐿𝐷(𝜀2) = 𝐶0 + 𝐷1𝜀2     и (4) 

𝐹𝐿𝐷(𝜀2) = 𝐶0 + 𝐶1𝜀2    (5) 

Fig. 4. Defining FLD in FEA software 
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Based on the experimental results, two equations 

of the line, Eq. (6) and Eq. (7), were defined: 

𝐹𝐿𝐷(𝜀2) = 0,51 + (−0,85)𝜀2 и    (6)

𝐹𝐿𝐷(𝜀2) = 0,51 + 0,34𝜀2.             (7)

4. Numerical simulation of the deep drawing

process

Numerical simulation of deep drawing was

performed in the Simufact.forming software as cold 

forming, the simulation type is 3D and the process 

type is stamping. The element type used is solid-

shell and the mesher is sheetmesh. The element size 

is 2 mm.  

Deep drawing was performed on a hydraulic 

press with a velocity of 10 mm/s. The tool consists 

of a die, a punch and a blankholder. The layout of 

the tool set up for numerical simulation is shown in 

Fig. 5. 

 It is possible to define the value of the blank 

holding force in the software, but in this case the 

blankholder is defined as a rigid body that 

completely prevents the appearance of wrinkles in 

the sheet metal. The stroke of the punch is defined 

as 20 mm. 

Fig. 5. Deep drawing tool set for simulation 

In this numerical experiment, the deep drawing 

operation was analyzed for two cases of tribological 

conditions. For cold forming when lubrication is 

applied, the friction coefficient value is between 

0,08 and 0,15, while in the case of no lubrication, 

the coefficient value increases to 0,2 – 0,3.  

In this paper, a numerical simulation was 

performed for two cases of lubrication, the first with 

a friction coefficient of 0,08 and the second with a 

value of 0,15. The aim of the research is to 

determine whether friction conditions can endanger 

the stability of the deep drawing process. 

Fig. 6. Effective plastic strain (µ=0,08) 

Fig. 7. Effective plastic strain (µ=0,15) 

 The results of the numerical simulations are 

shown in Fig. 6 and Fig. 7. In the first case, the value 

of the effective plastic strain is 0,77 and in the case 

of a higher friction coefficient value of strain is 0,8. 

After these values, it is necessary to review the 

simulation results related to fracture. Fig. 8 and Fig. 

9 show the results of the forming limit parameter. In 

the first case, when lubrication is very good and the 

friction coefficient is 0,08, this parameter is 0,97, 

which means that fracture will not occur (Fig. 8).  

Fig. 8. Forming limit parameter for the first case 

(µ=0,08) 

In the second case, when the lubrication 

conditions have deteriorated slightly and the friction 

coefficient has a value of 0,15, the parameter value 
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is 1, which means that fracture will occur at a certain 

point (Fig. 9). 

Fig. 9. Forming limit parameter for the second case 

(µ=0,15) 

 Based on the results of the forming limit 

parameter, the software provides the ability to show 

critical areas on the sheet. These areas are shown in 

Fig. 10 and Fig. 11. Fig. 10 shows the simulation 

result for the first case. Green indicates the area 

where there is no risk of failure, and yellow 

indicates the zone where there is thinning and the 

possibility of failure. 

Fig. 10. Areas on the sheet metal (µ=0,08) 

Fig. 11 shows the areas for the second case when 

the friction coefficient is 0,15. The figure shows the 

area that is significantly at risk and the area where 

the fracture will occur. 

The results showed that friction has a great 

influence and importance on the success of the deep 

drawing operation. This way of using FLD can be 

extremely useful for checking the design of the tool. 

By directly applying FLD, it is possible to detect 

zones that may be at risk and, based on the results, 

implement measures to reconstruct the sheet metal 

part or tool. It is also possible to detect the influence 

of production conditions such as lubrication 

conditions, as was done in this case. 

Fig. 11. Areas on the sheet metal (µ=0,08) 

Based on the simulation results, it was concluded 

that the deep drawing process with existing tools 

can only be successfully performed if the 

lubrication is very good. Based on these results, the 

technologist can determine the appropriate lubricant 

and ensure the success of the process. 

5. Conclusions

Using FLD in numerical simulations of sheet

metal forming significantly improve the analysis of 

results. By defining FLD, a specific area that is 

critical is obtained as a result of the simulation, and 

based on this result, the design engineer can take 

certain actions and, after constructive changes, 

repeat the simulation and find out whether the 

problem of the endangered region has been 

overcome. 
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1. Introduction

Contemporary engineering education 

increasingly relies on integrating theoretical 

knowledge with practical activities; laboratory 

stands play a key role in the experimental 

verification of models, the visualization of 

phenomena, and the development of relevant 

professional skills [1-3]. I In the fields of 

thermotechnics and hydraulics, experimental 

teaching plays a crucial role as it enables students to 

connect theoretical foundations with practical 

experience and real technical systems. For example, 

when testing pumps, measurements of flow rate, 

head, and power are conducted, allowing the 

determination of characteristic curves and 

comparison with nominal data. In the analysis of 

hydraulic systems, the pressure drop in pipelines 

and fittings is observed as a function of geometrical 

and hydraulic parameters. Regarding 

thermotechnical systems, the analysis is based on 

measuring temperature differences between the 

supply and return lines, as well as the flow rate in 

the system, which makes it possible to calculate the 

actual heat output, identify losses, and evaluate the 

energy efficiency of the heating system. In this way, 

students gain a comprehensive understanding of the 

functioning and optimization potential of complex 

energy systems [4], [5].

It is well known that there is a gap between 

theory and application. Laboratory work ensures a 

deeper understanding of abstract concepts and their 

application in real-life scenarios; this enhances the 

development of critical thinking in students [2], [6]. 

Although virtual and distant labs have certain 

benefits, such as wider accessibility and more 

flexibility, the educational experience of physical 

interaction with equipment is more memorable and 

effective [5], [7], [8]. 

Contemporary research has indicated the 

significance of open projects and active learning in 

a laboratory setting. For instance, a 2022 analysis in 

the field of chemical engineering has shown that 

project-based learning (PBL) focused on design can 

enrich students’ experience and deepen their 

understanding [9]. 

A systematic review of PBL learning in 

engineering (2024) has demonstrated that PBL 

improves technical skills and soft skills while 

contributing to interdisciplinarity [10]. 

In addition, virtual learning has also been taken 

to the next level. A 2023 study has shown that 

immersive virtual learning activities (VLAs) rely on 

visual and haptic feedback to improve the 

understanding of complex mechanical concepts and 

increase knowledge retention [1]. Also, the 

adoption of VR simulations in education shows that 

virtual laboratories can effectively replace physical 

ones, especially in terms of accessibility and student 

engagement [11], [12]. 

Laboratory transformation through digital 

technologies and active learning has also been 

confirmed on the interdisciplinary level. A 2023 

study reports positive reactions among physics 

teachers in Germany, Finland, and Croatia when it 

comes to the combinations of digital tools 

(smartphones, simulations) and laboratory work in 

developing digital competence in students [13]. 

Active learning practice in higher education 

improves conceptual thinking, motivation, and 

interpersonal skills [14]. 
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In the context of contemporary education, the 

concept of Education 5.0 incorporates a holistic and 

humanistic approach, ethical awareness, 

international cooperation, and technology to 

support student-oriented learning [15]. This 

framework highlights the importance of technology, 

inclusivity, creativity, and ethical considerations – 

all components that can be effectively implemented 

through laboratory stands and immersive tools such 

as VR and digital twins.  

The development and implementation of a 

laboratory stand with pumps for central heating 

systems is not only a technical instrument, but also 

a powerful pedagogical tool. It can be used to 

explore pump properties, determine operating 

points, draw pipeline curves, test valves, regulate 

flow through a bypass, and apply a frequency drive; 

this allows the direct application of theoretical 

knowledge in industrially relevant scenarios [9, 11, 

15]. 

This paper aims to demonstrate the process of 

developing a hydraulic stand with pumps used in 

central heating systems and experimental testing. 

The emphasis is placed on the educational role of 

such a stand and preparing students for future 

professional challenges. 

2. Laboratory Stand Description

The Fig. 1 presents the schematic overview of

the laboratory stand. 

Fig. 1. Schematic overview of the laboratory stand 

The most crucial components of the stand are 

shown in Fig. 2. Together, they enable a detailed 

exploration of how the pumps and the valves 

operate and how to regulate flow in central-heating 

systems.  

Fig. 2. The laboratory stand 

Two centrifugal pumps (Grundfos UPS 32/40 

180) are the core components. In practice, they are

used as circulation pumps for floor heating. One

pump is connected to the electricity grid via a flow

regulator. This allows a precise regulation of flow

and thus the working pressure. In addition, it

enables the investigation of system efficiency when

the flow is regulated via the valve, bypass, or

frequency drive.

The pipeline was made of water pipes certified 

for a maximum working pressure of 15 bars. This 

provides safety and reliability during experiments. 

The valves direct fluid so that the pumps can be 

connected in a series or in parallel, depending on the 

type of experiment to be conducted. The pumps 

push water from the tank through the pipeline. At 

the end of the system, just before the return to the 

tank, there is a valve that can be easily removed with 

two holders, and it can be replaced with a valve of a 

different kind. This allows students to explore the 

properties of different valve types. 

Manometers are distributed along the entire 

system at several locations. Hence, it is possible to 

monitor pressure values precisely in different parts 

of the stand. A digital flowmeter is installed in the 

last branch of the pipeline. Flow can also be 

estimated by measuring volume in the upper tank. It 

is equipped with a level gauge with scaled divisions. 

This enables comparisons between the measures 

obtained for flow. 

This stand configuration allows students and 

researchers to use practical training and 

experimental tests to deepen their understanding of 
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the complex hydraulics processes, draw pump and 

valve characteristics, determine the working points 

of the system, and analyze the efficiency of 

regulating flow with a valve, bypass, or frequency 

drive. 

In the next section of the paper, we shall present 

the results obtained for this particular stand in order 

to illustrate its functionality and potential for 

educational and research purposes.  

2.1 Experiments 

A laboratory stand developed at the Department 

of Energy and Processing Engineering, Faculty of 

Engineering, University of Kragujevac, can be used 

to conduct different experiments in the field of 

water hydraulics and fluid mechanics. The 

laboratory can be used for the following 

experiments: 

• Measuring flow and pressure to determine the

reference points for drawing the curves for

the pipelines and the curves for the pumps;

• Evaluating the pump efficiency (measuring

electrical power and hydraulic power with

different loads;

• Testing the system with different

performance shares among two pumps

connected in a series and/or in parallel;

• Testing the flow regulation in the system with

different regulation systems (e.g., bypass,

valves, a frequency drive);

• Comparing flow measuring with a direct or

indirect method;

• Determining the properties of different types

of valves.

2.1.1 Pump characteristics curve 

One of the most basic and common experiments 

is drawing pump characteristics. The parameters of 

both pumps can be measured. To minimize the 

impact of measurement errors, it is recommended to 

draw the properties of Pump 1, as the manometers 

are installed immediately before and after the pump, 

thereby reducing the likelihood of errors due to local 

pressure losses at the measurement locations. The 

experiment procedure starts with starting the pump. 

The valves are positioned not to disturb fluid flow. 

The valves 2, 3, and 4 are closed, so the fluid runs 

through the pump branch 1, valve 5, and enters the 

outlet branch that contains the turbine flow gauge.  

Flow is evaluated with the already mentioned 

digital gauge device or by measuring the volume of 

the fluid that fills the tank after some time. The 

manometer installed in the suction and discharge 

pump pipeline detects the pressure. The values 

change depending on system resistance.  

The first measurement, which represents the first 

point on the pump curve diagram, is most 

commonly obtained by reading pressure values and 

determining their differences. This also includes the 

reading of the flow value from the digital gauge 

instrument. The next measurement is conducted by 

increasing local resistances in the system, recording 

pressures at the pump inlet and outlet, and recording 

flow. 

Each difference in pressures before and after the 

pump (pump load) has a corresponding flow value 

in the pipeline. By plotting these values on the 

ordinate and abscissa of the Cartesian coordinate 

system, students can connect the dots and obtain the 

pump system curve. After a series of consecutive 

measurements, we have obtained the values 

presented in Table 1.  

Table 1. The results of the pump measuring 1 

Case 

no. 

Pressure in 

the 

pipeline 

[bar] 

Pressure in 

the suction 

pipeline 

[bar] 

Fluid flow 

[m3/h] 

1 0.43 0.025 0.01 

2 0.39 0.025 0.2 

3 0.34 0.02 0.58 

4 0.32 0.02 0.93 

5 0.27 0.015 1.21 

6 0.21 0.01 1.64 

7 0.16 0.0075 2.36 

8 0.1 0.005 2.8 

The Fig. 4 shows the pump curve obtained by 

performing measurements for eight different valve 

6 positions.  

Fig. 4. The pump curve obtained based on performing 

measurements at the laboratory stand 

As can be seen from the image, the curve is 

relatively flat. The shape of the curve stems from 

the fact that the pump is a component of the heating 
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system. In such systems, the curves are flat since the 

pumps used are centrifugal (i.e., pressure changes 

gradually with flow). Such a shape ensures the 

stable system operation because changes in the 

resistance of the installation do not cause large 

oscillations in pressure and flow, which further 

contribute to quieter operation and better regulation. 

3. Conclusions

The developed laboratory stand with the pumps for 

central heating systems can be a key tool in students' 

education. Such teaching methods enable the direct 

use of theoretical knowledge. Students can gain 

clear insight into how pumps work, valve 

properties, flow regulation, and system efficiency. 

This can contribute significantly to a deeper 

understanding of complex hydraulic processes and 

the development of practical professional skills.  

The paper demonstrates the results obtained for 

some experiments. Due to length limitations, the 

paper does not include the results obtained for 

regulating flow via a drive frequency, comparing 

flow with a direct or indirect method, and the 

evaluations for different types of valves. In addition 

to standard experiments, the stand is flexible enough 

to enable, with certain modifications, other 

experiments. It is, hence, a valuable resource for 

research work. This approach to practical learning 

strengthens critical thinking, motivation, and 

independent problem-solving. Hence, theory and 

practice in modern engineering education are 

successfully blended. 

Acknowledgments 

The Ministry of Science, Technological 

Development and Innovation of the Republic of 

Serbia (No. 451-03-66/2024-03/ 200107)  

The paper was translated and edited by Ph.D. 

Jelena M. Josijević Mitić, employed at the Faculty 

of Education, University of Kragujevac. 

References 

[1] R. Padilla Perez and Ö. Keleş, “Immersive

Virtual Reality Environments for Embodied

Learning of Engineering Students,” arXiv

preprint, Mar. 2025.

[2] K. Boettcher et al., “Developing a real-world

scenario to foster learning and working 4.0 – on

using a digital twin of a jet pump experiment in

process engineering laboratory education,”

European Journal of Engineering Education,

vol. 48, no. 5, pp. 949–971, 2022. 

[3] Ö. Keleş et al., “Experiential Learning of

Engineering Concepts in Immersive Virtual

Learning Environments (VLEs),” Journal of

STEM Education: Innovations and Research,

vol. 24, no. 2, 2023.

[4] D. May et al., “Rapid transition of traditionally

hands-on labs to online instruction in

engineering courses,” European Journal of

Engineering Education, vol. 48, no. 5, pp. 842–

860, 2022.

[5] D. Basu and V. K. Lohani, “Learning and

engagement with an online laboratory for

environmental monitoring education,”

European Journal of Engineering Education,

vol. 48, no. 5, pp. 861–879, 2023.

[6] S. Terkowsky et al., “Digital transformation in

physics lab courses: a tri-national survey,”

arXiv preprint, May 2023.

[7] S. Rogers, “Experiential and authentic learning

in a Living Lab: the role of a campus-based

Living Lab as a teaching and learning

environment,” Journal of Learning

Development in Higher Education, no. 28,

2023.

[8] K. Frady, “Use of virtual labs to support

demand-oriented engineering pedagogy…: a

systematic review,” European Journal of

Engineering Education, 2022.

[9] “Constructivist-based experiential learning: A

case study… distillation laboratory,” Education

for Chemical Engineers, vol. 41, 2022.

[10] “Project-Based Learning (PBL) as an

Experiential Pedagogical Methodology in

Engineering Education: A Review of the

Literature,” Education Sciences (MDPI), 2024.

[11] “Immersive Learning: A Systematic

Literature Review… Virtual Reality,” MDPI,

2023.

[12] “A review on cultivating effective learning:

synthesizing educational theories and virtual

reality…” PeerJ Computer Science, 2023.

[13] S. Zacharias Lahme et al., “Physics lab

courses under digital transformation…,” arXiv

preprint, May 2023

[14] “Active learning”—Meta-analysis summary,

Wikipedia, 2025.

[15] “Student 5.0: immersive learning in next-gen

Automation… Industry 5.0 era,” Frontiers in

Education, 2025.

150



FINITE ELEMENT ANALYSIS OF PLATELET ACTIVATION AND CELL 

MECHANICS IN CIRCULATING TUMOR CELL ARREST 

Vladimir SIMIĆ1, Aleksandar NIKOLIĆ2, Miljan MILOŠEVIĆ3, Shao NING4, Fransisca 

LEONARD2, Miloš KOJIĆ3 

1 0000-0001-7842-8902, Institute for Information Technologies, University of Kragujevac, Jovana 

Cvijića bb, 34000 Kragujevac, Serbia, E-mail: vsimic@kg.ac.rs; 

2 0000-0002-7052-7444, Institute for Information Technologies, University of Kragujevac, Jovana 

Cvijića bb, 34000 Kragujevac, Serbia, E-mail: dziga@kg.ac.rs; 

3 0000-0003-3789-2404, Metropolitan University, Tadeuša Košćuška 63, 11158 Belgrade, Serbia, E-

mail: miljan.m@kg.ac.rs; 

4 0000-0003-2625-4546, The Department of Nanomedicine Houston Methodist Research Institute, 

6670 Bertner Ave, 77030 Houston Texas, USA, E-mail: shaon@houstonmetrhodist.org; 

5 0000-0003-1888-6279, The Department of Nanomedicine Houston Methodist Research Institute, 

6670 Bertner Ave, 77030 Houston Texas, USA, E-mail: fleonard@houstonmethodist.org; 

6 0000-0003-2199-5847, The Department of Nanomedicine Houston Methodist Research Institute, 

6670 Bertner Ave, 77030 Houston Texas, USA, E-mail: mkojic42@gmail.com; 

1. Introduction

The progression of cancer from a localized 

tumor to a widespread metastatic disease is a 

complex and multifaceted process, making it cancer 

patients’ leading cause of death [1]. The driving 

force behind this process is the presence of the 

Circulating Tumor Cells (CTCs), which break from 

the primary tumor site and spread through the 

bloodstream to colonize other organs (Fig. 1). The 

presence of CTCs in the blood is a strong indicator 

of the metastatic potential of a tumor [2-4]. 

Fig. 1. Human metastasis disease progression 

process. 

Despite their heterogeneity—since only a 

fraction can initiate secondary tumors—CTCs that 

persist in the bloodstream and evade immune 

surveillance are pivotal to metastatic progression. 

Metastasizing cancer cells can activate platelets at 

the primary site, increasing the local concentration 

of platelet microparticles (PMPs) [5], that 

consequently can target CTCs regarding their 

number or affecting their metastatic potential 

presents a promising strategy for managing and 

preventing metastatic disease. Over the past 

decades, extensive research has explored the 

interaction between CTCs and platelets in the 

context of metastasis. Activated platelets play a 

crucial role in protecting CTCs from immune 

surveillance and hemodynamic shear forces, 

thereby enhancing their survival during circulation 

[6]. 

Although the role of platelets in cancer 

metastasis is increasingly acknowledged, the exact 

mechanisms that initiate and sustain CTC–platelet 

interactions remain only partly understood. A 

deeper understanding of the molecular dynamics 

underlying CTC–platelet and CTC–vessel wall 

interactions is crucial for developing targeted 

strategies to disrupt these processes selectively, 

without compromising normal hemostasis or 

inflammatory responses and stiffness), the platelet 

size and stiffness, the ligand-receptor interaction 

intensity, on one side; and time in contact between 
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the CTCs and platelet, conditions for the cell arrest, 

on the other side. 

This study applies a 2D computational model to 

investigate CTC dynamics in plasma flow through a 

parametric analysis of platelet adhesion, CTC size 

and stiffness, and ligand–receptor bond stiffness. 

Using a strong coupling method, solid–fluid 

interactions are solved simultaneously, supported 

by dynamic remeshing for stability. Ligand–

receptor bonds are represented by 1D rope elements 

and experimentally measured adhesive forces with 

non-activated and thrombin-activated platelets are 

incorporated. This framework enables systematic 

evaluation of how geometrical and material 

properties, as well as platelet activation, influence 

CTC arrest and adhesion in circulation. 

2. Materials and methods

In our previous work [7], we have considered the

motion of cells and platelets within the systemic 

circulation as the motion of the deformable solid 

bodies within the fluid. Therefore, as it is mentioned 

above, we used a strong coupling concept with a 

remeshing procedure, and furthermore, introduced a 

simple concept for modeling the contact problems 

between the moving deformable solids, by using 1D 

solid elements that represent the contact conditions. 

Complete review of the basic and governing 

equations for modeling the fluid and solid part, as 

well as the solid-fluid interaction are given in [7]. 

2.1 Process of the experimentally determined 

CTC-platelets adhesion forces 

This procedure is inspired by a method for 

measuring cell adhesion force [8]. To quantify 

CTC–platelet adhesion forces, mouse platelets were 

incubated in 96-well plates for 1 h to form a platelet-

coated substrate, after which non-adherent platelets 

were removed by gentle washing. Fluorescently 

labeled 4T1 clone 17 cancer cells were then added, 

centrifuged at 10 × g for 5 min to ensure platelet 

contact, and overlaid with RPMI medium. Wells 

were sealed with microplate tape and centrifuged 

upside down at forces ranging from 10 × to 750 × g. 

Images of identical regions were acquired before 

and after each centrifugation step, and adherent cell 

counts were quantified using ImageJ. 

2.2 Governing equations for the correction of 

platelet-cell adhesion forces 

Here, we will focus on the explanation of the 

platelet-cell adhesion forces correction, according 

to previously mentioned experimental results and to 

describe the computational concept for the 

correction of platelet-cell adhesion forces according 

we use schematics shown in Fig. 2. 

Fig. 2. Schematics of detachment of cells 

from the wall.  a)-c) Cell distances L1, L2, L3 from 

the wall covered by platelets, and the detachment 

adhesive forces F1, F2, and F3, respectively. 

(According to [10]) 

As the brief explanation of the process is given 

above, the detachment begins when the smallest 

centrifugal force is acting on cells (smallest angular 

velocity of the device) and starts with cells at the 

largest distance from the wall. This is possible when 

the distance is L= Lmax (Lmax is essentially the size 

of the wall-cell interaction domain), the interaction 

force is equal to zero, so we can write for L= Lmax: 

max max/ 1,   100,    0.L L p F= = = (1) 

pmax represents the maximum percentage of adhered 

cells, and F is the adhesion force.  We can represent 

the pmax as 

max max
max 100A

A

L L
p

H H




= = =

(2) 

where ρA is the area density of cells, and H is the 

device height. Regarding Fig. 2a, displayed are cells 

with the detachment distance L1 so that the 

percentage p1 of adhered cells is 

1 1

1

max

100A

A

L L
p

H L




= = (3) 

From the above equation (3), the percentage of the 

adhered cells is proportional to the distance L1, 

which can be considered the thickness of the 

adhered cell layer.  Further, the detachment 

continues with the cells corresponding to distances 

L2 and L3 (Fig. 2b, and 2c) with the percentages- p2 

and p3, respectively. This leads to the conclusion 

that related to the distance L, we have a percentage 

p, 
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max

100
L

p
L

= (4) 

Considering our FE model, we can state that for a 

distance L between corresponding nodes at a 

platelet and a cell, cell and wall, or platelet and wall 

(length of our 1D element), we have that the value 

(modulus) of the adhesion force is 

( ) ( )max max,     a aF K L L F K L L= − = − (5) 

3. Results and discussion

A simple benchmark example of the 2D

axisymmetric capillary with a CTC and platelets 

attached is considered (Fig. 3). At first, we examine 

the CTC flow through a capillary without flowing 

platelets, leading to the cases with one up to four 

platelets. We have considered a case where 

adhesion is present in the case of non-activated 

platelets, as well as the adhesion forces between all 

the solid bodies (cells and platelets) and walls are 

always present. 

As is described above, we consider a 2D problem 

of the motion of the cell and platelets caused by 

fluid flow within a capillary. Adhesion forces are 

present between cell and platelets, and cell and 

platelets with the wall (Fig.3a). Regarding the 

modeling process and generation of the 

computational model (Fig.3b), we have established 

a procedure for executing the FE simulations, which 

consists of three steps: pre-processing, execution of 

FE simulation, and post-processing. Pre-processing 

and model generation, ready to be executed using 

the FE code PAK, is achieved using our CAD FiS 

(Fields and Solids) software [9] (Figure 3). 

 The model generation process begins with the 

selection of appropriate options within the CAD 

environment, including the choice of the CAD 

module, definition of model geometry, specification 

of material models, and assignment of time-

stepping parameters. Dedicated dialog interfaces 

are provided to define the geometrical 

characteristics of individual solid components (e.g., 

capillary channels, circulating tumor cells, and 

platelets), fluid flow parameters and their associated 

boundary conditions, mesh configuration, and the 

material properties of solid structures. 

Fig. 3. Schematics of deformable cell motion in a 

capillary with platelet and wall interactions: a) 

adhesion forces between cell, platelets, and wall; b) 

initial platelet positions relative to the cell (1–4 

platelets); c) CAD FiS pre-/post-processing 

interface showing CTC and platelet generation with 

data flow for input/output. 

We examine the effects of the number of flowing 

platelets on the CTC stoppage time and axial 

position within the capillary channel. Solutions are 

shown in Figs. 4a and 4b, assuming cases: without 

platelets,1-4 platelets, and for cell diameters D=8 

and 11 [μm]. The left panels represent the axial 

velocity Vx (of the cell center, normalized to the 

entering velocity V0) vs. Time; while on the right 

panels are the graphs of velocity Vx vs. axial 

position of the CTC center. Value for the ligand-

receptor bond stiffness is constant- K=350 [kPa μm] 

as well as the Young modulus of the cell- Ecell= 30 

[kPa]. 

Fig. 4. Effects of number of platelets for 2 

different cell diameters.  Axial Velocity–Time 

graphs (left) and Velocity–Axial Position graphs 
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(right) of the cell center, for 2 cell diameters D[μm] 

of CTC: a) D=8, b) D=11 (According to [10]) 

It is notable, from Fig.4a, that only CTC without 

attached platelets (n=0 line on diagrams) can 

overcome the ligand-receptor bond forces of the 

capillary wall and continue its motion through the 

channel. Ultimately, for the cell diameter of 11 μm 

(Fig.5b), the cell continues its motion even for a 

maximum number of platelets. Hence, an increase 

in the number of attached platelets enhances the 

attachment to the wall (enhances metastasis, right 

panel of the Fig. 5b). This can be explained because 

of fluid flow changes and instabilities, but also due 

to an overall increase of adhesive bonds per unit 

surface of the cell. 

4. Conclusion

This study analyzed CTC transport within

capillaries, focusing on fluid flow, platelet 

interactions, and vessel wall adhesion. Using a finite 

element solid–fluid interaction framework, we 

showed that CTC arrest is strongly influenced by 

platelet activation and by key parameters including 

platelet number, CTC size, stiffness, and ligand–

receptor bond properties. Experimental data further 

confirmed the role of platelet activation in 

enhancing CTC adhesion, underscoring its 

importance in metastasis.  
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1. Introduction

Modern public transport is increasingly turning

to cleaner energy solutions such as compressed 

natural gas (CNG) or biomethane and hydrogen fuel 

cells. These technologies help reduce air pollution 

and greenhouse gas emissions, making buses more 

sustainable compared to traditional diesel vehicles. 

However, the use of alternative fuels also creates 

new engineering challenges, especially in relation to 

vehicle safety and structural design [1-3]. 

One important issue is the strength of the bus 

roof. In many CNG and fuel cell buses, heavy 

storage tanks or fuel cell systems are installed on the 

roof. This additional load changes how forces are 

distributed across the vehicle and may influence 

how the structure behaves during accidents, such as 

rollovers. Ensuring that the roof can safely carry 

these components while still protecting passengers 

is therefore a critical part of bus design. 

This paper examines the conditions that affect 

roof structure strength in buses powered by CNG. It 

focuses on how roof-mounted components 

influence mechanical performance, safety 

compliance, and overall reliability. The regulations 

UN ECE 110R [4] and UN ECE 115R [5] more 

closely define the technical requirements for the 

installation and homologation of natural gas devices 

and equipment. The aim of presented researches is 

to contribute to the development of safer and more 

efficient bus designs that support sustainable public 

transport. 

The presented calculation methods are also 

applicable to fuel cell and battery electric buses. 

2. Methods for calculating the roof structure

strength of the buses powered by CNG

From the perspective of safety and equipment 

installation rules for gas systems, the requirements 

that vehicles powered by natural gas must meet are 

defined by the ECE regulations [4, 5]: 

✓ UN ECE 110R - Uniform provisions

concerning the approval of specific equipment

for motor vehicles using natural gas and

vehicles equipped with specific natural gas

equipment regarding installation.

✓ UN ECE 115R - Uniform provisions

concerning the approval of vehicles originally

approved for a primary fuel, which are

subsequently equipped with specific

equipment for natural gas propulsion,

regarding the installation of such equipment.

CNG tanks are fastened to the bus structure 

according to the manufacturer’s instructions, 

without direct contact with metal parts, and in 

accordance with the technical requirements of UN 

ECE 115R for volumes up to 150 liters. 

CNG tanks with a volume greater than 150 liters, 

when full, must withstand the appropriate 

deceleration or acceleration without deformation of 

the tank, the supports, or the part of the bus structure 

where the tanks are mounted, Table 1.  

Table 1. Accelerations that CNG tanks must absorb. 

Categories of buses M2 M3 

The acceleration of a bus: 

- in the driving direction 20 × g 6.6 × g 

- perpendicular to the

driving direction
5 × g 

- g (gravitational acceleration)
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This requirement may also be verified by 

calculation, in accordance with the conditions 

defined by the aforementioned standards.  

2.1 Bus roof structure model 

The FEM model of the bus structure was created 

in Simcenter Femap program and includes the roof 

section with CNG tanks, see Figure 1. The beam-

type finite elements are commonly utilized in the 

literature for modeling large tubular structures, 

similar to the upper structures of buses and coaches 

[7-9]. In this paper, general beam finite elements are 

used, with a total of 487 elements and 287 nodes. 

Fig. 1. Supporting roof structure for CNG 

tanks. 

The beam finite elements of the chassis were 

divided into 22 groups. The chassis structure of the 

bus consists of four groups of box profiles with the 

following dimensions: 40 × 100 mm, 40 ×
120 mm and 40 × 135 mm. The finite element 

computer code PAK (abbreviation for „Program for 

Structural Analysis” in Serbian) [6] was used for the 

analysis. 

The bus roof structure loading conditions were 

defined following the Table 1, considering the CNG 

tanks weight and equipment that are installed on the 

bus roof (m = 733 kg or G = 720 daN). 

Based on Table 1, the maximum values of the 

inertial forces in both directions can be calculated 

by applying equations (1) and (2): 

Fa = 6.6 ∙ m ∙ g = 4750 daN, (1) 

Fb = 5 ∙ m ∙ g = 3600 daN. (2) 

Where are: 

Fa  - the intensity of the inertial forces in the

driving direction and 

Fb  - the intensity of the inertial forces in the

horizontal plane perpendicular to the driving 

direction. 

The loading model, represented as a system of 

rigid bodies, was defined by a concentrated resultant 

force acting at the imaginary center of the CNG tank 

assembly located on the bus roof at the height of h 

= 200 mm. 

2.2 Stresses in the bus structure for the first 

loading case (longitudinal direction) 

The bus structure model for the first loading 

case, in accordance with equations (3) and (4), is 

shown in Figure 2.  

Z=(−Fa) = (−4750) daN, (3) 

Y = (−G) = (−720) daN. (4) 

Fig. 2. Bus structure model (first loading case). 

The deformed shape of the bus structure model 

for the first loading case is shown in Figure 3. 

Fig. 3. Bus model in the deformed state (first 

loading case). 

Figure 4 shows the stress distribution in the bus 

structure for the first loading case. The maximum 

stress σmax = 19.95 daN/mm2 occurs in the box-

section profiles of the structure. 

Fig. 4. Stresses distribution within the model 

(first loading case). 

The maximum deflection of the structure 

obtained for the adopted loading case is 

∆umax=5.95 mm.
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2.3 Stresses in the bus structure for the second 

loading case (normal to the driving 

direction) 

The bus structure model for the second loading 

case, in accordance with equations (5) and (6), is 

shown in Figure 5.  

X=(−Fb) = (−3600) daN, (5) 

Y = (−G) = (−720) daN. (6) 

Fig. 5. Bus structure model (second loading 

case). 

Figure 6 depicts the deformed shape of the bus 

structure under the second loading case. 

Fig. 6. Bus model in the deformed state (second 

loading case). 

Figure 7 shows the stress distribution in the bus 

structure for the second loading case. The maximum 

stress σmax = 26.99 daN/mm2 occurs in the box-

section profiles of the structure with cross-section 

dimensions (40 × 40) mm. 

Fig. 7. Stresses distribution within the model 

(second loading case). 

The maximum deflection of the structure 

obtained for the adopted second loading case is 

∆umax=24.19 mm.

For the bus structure, the material tensile 

strength of σm = 41.2 daN/mm2 was adopted. For

"U" profiles through which the battery with four 

CNG tanks is bolted to the bus roof structure, as 

shown within Figure 8, the tensile strength value of 

σm = 36 daN/mm2was adopted.

Fig. 8. Position of the CNG tanks with U-

profile supports on the bus roof. 

The values of the safety coefficients (SC), 

defined as the ratio between the tensile strength and 

the calculated stresses, were determined, based on 

FEM results for the following elements of the bus 

chassis: 

✓ Roof base structure: SC = 1.53;

✓ U-profiles for connecting the CNG tanks to the

bus roof: SC = 3.60;

✓ M12 bolts for the detachable connection of the

CNG tank battery to the bus roof structure (the

bolts are subjected to both tensile and

compressive stresses): SC = 1.68.

 In order to maintain the structural strength of the 

bus construction, the limiting value of SC = 1.5 

was adopted. This value was selected based on 

available data from the relevant scientific literature. 

 Based on the FEM calculation results and the 

obtained SC values, it can generally be concluded 

that the proposed solution for connecting the CNG 

tank battery to the bus roof structure, using welded 
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U-profiles and bolts, meets the requirements of the

UN ECE 110R standard.

 In general, the goal of the proposed solution for 

installing CNG tanks was not only to ensure traffic 

safety but also to achieve better accessibility to the 

tanks during inspections and maintenance 

throughout the bus operation [1]. 

In this way, the connection with bolts through 

the U-profile also enables easier disassembly during 

inspection or replacement of devices and 

equipment, since in such cases it is necessary to 

dismantle the tanks and empty the natural gas. 

The reliability of the structure, as well as the time 

between maintenance intervals of CNG buses in 

operation, can be determined on the basis of 

research data by applying appropriate distribution 

functions [10, 11]. 

3. Conclusions

The transition to buses powered by natural gas

and fuel cells represents a significant step toward 

cleaner and more sustainable public transport. 

However, the integration of heavy roof-mounted 

components, such as pressurized storage tanks and 

fuel cell systems, introduces additional demands on 

vehicle structure and safety. The roof must not only 

bear increased static loads but also maintain its 

integrity under dynamic conditions, particularly 

during rollover scenarios. 

The analysis of conditions affecting roof 

strength highlights the need for careful structural 

design and adherence to safety standards. By 

addressing these challenges, manufacturers can 

ensure that alternative fuel buses are both 

environmentally friendly and safe for passengers. 

Future research should focus on advanced 

materials, innovative design methods, and 

simulations to optimize structural performance 

while reducing vehicle weight. Such efforts are key 

to advancing sustainable bus technologies without 

compromising safety or reliability. 

The paper presents a technical solution for the 

installation of CNG tanks on the bus roof, in 

accordance with the requirements of relevant 

regulations and standards. The proposed solution 

has been implemented in practice and facilitates the 

maintenance of CNG tanks with their complete 

equipment during the operational service of buses in 

traffic. 

By applying the proposed solution, in addition to 

traffic safety, contributions are also made to 

occupational safety as well as to the reduction of 

maintenance costs during the operational service of 

buses. 
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Abstract: In this study, turbulent water flow in a DN65 pipe elbow was analysed at high Reynolds numbers 

using the OpenFOAM software with a two-dimensional model. The research aims to determine the critical 

mean inlet velocity of the fluid—water that leads to a pressure drop below the saturation pressure and the 

onset of vapour phase formation, i.e., cavitation. Although such elbows in practice usually operate at lower 

flow rates, corresponding to fluid velocities that do not reach cavitation conditions, here the limiting 

conditions were examined for potential non-standard applications involving extremely high flow rates 

resulting in large velocities. After developing the turbulent flow model, the visualisation was performed in 

ParaView, and the data were subsequently processed in Python, where the cavitation zone areas were 

calculated. 
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1. Introduction

Cavitation represents the formation and subse-

quent collapse of vapor or gas bubbles in the vicin-

ity of solid surfaces [1, 2]. Depending on the mech-

anism of initiation, cavitation can be classified as 

hydrodynamic, acoustic, optical, or particle cavita-

tion. Broadly, these phenomena may be grouped 

into two categories: cavitation induced by stress in 

liquids (hydrodynamic and acoustic) and cavitation 

induced by localised energy deposition (optical and 

particle) [3]. 

In mechanical systems, particularly in fluid 

transport applications, hydrodynamic cavitation is 

the most common type and is associated with ad-

verse effects such as noise, vibration, and a reduc-

tion in the load-carrying capacity and durability of 

machine elements (gears and bearings) [4, 5]. A 

combined mechanism, referred to as hydrody-

namic–acoustic cavitation (HAC), arises when 

structural vibrations at specific natural frequencies, 

or other excitation sources, produce pressure fluctu-

ations that promote bubble formation under the in-

fluence of ultrasound. In such cases, acoustic cavi-

tation act synergistically with hydrodynamic cavita-

tion, resulting in more severe material degradation 

within the system [6]. Both hydrodynamic and 

acoustic cavitation processes generally progress 

through four characteristic stages: incubation, ac-

celeration, deceleration, and terminal stage. Poten-

tially, a fifth phase may also appear, which refers to 

the complete degradation of the work and the con-

sequences of which can be catastrophic [7]. 

In fluid transport piping systems, cavitation 

arises in regions where the local pressure decreases 

below the saturation pressure. Such conditions may 

occur along straight pipe sections due to frictional 

losses, at abrupt changes in flow direction (e.g., 

elbows), within various fittings, or in pump 

impellers. In addition, entrained gas molecules 

within the liquid often act as nucleation sites for 

vapour–gas bubble formation, thereby promoting 

the initiation of cavitation [8–10]. Therefore, one of 

the key parameters when sizing and determining the 

geometry of pipelines is protection against 

cavitation. 

In this study, computational fluid dynamics 

(CFD) simulations using OpenFOAM were 

conducted to investigate water flow through a DN65 

pipe elbow at five different average inlet velocities: 

5, 10, 15, 20, and 25 m/s. Although such elbows are 

not typically subjected to these flow rates in 

practical applications, the primary objective of this 

research was to identify the threshold average inlet 

velocity at which the system pressure falls below the 

saturation pressure. 

2. Model development and setup

The simulation setup, its workflow, and the post-

processing of the obtained results are schematically 

shown in Fig. 1. 
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Fig. 1. Flow chart of simulation and results 

processing 

The computational domain was defined by the 

inner pipe diameter (66.1mm), as it represents the 

fluid region. To reduce computational cost, the pipe 

was sectioned along the mid-plane, enabling a 2D 

flow analysis. The pipe geometry and mesh 

generation were carried out in Gmsh and are 

illustrated in Fig. 2.   

Fig. 2. Pipe elbow model mesh 

The mesh consists of a total of 32 884 prismatic 

cells and one layer in depth to achieve a 2D 

simulation. The mesh parameters, with a maximum 

non-orthogonality of 28.82º and an average of 5.87º, 

indicate excellent mesh accuracy. 

The simulation was carried out for water at 20 

°C, with the flow considered isothermal. Under 

these conditions, the kinematic viscosity of water is 

1x10-6 m2/s, and the Reynolds numbers for the inlet 

velocities are given in Table 1. 

Table 1. Reynolds number values 

Uavg [m/s] 5 10 15 20 25 

Re/105 3.3 6.6 9.9 13.2 16.5 

These Reynolds number values indicate 

turbulent flow in the pipe elbow, which is why the 

RNG k–ε model was selected in the pimpleFoam 

solver. Since the flow at the inlet to the elbow itself 

is laminar, in order to avoid extending the pipe 

upstream of the elbow, following the approach in 

[11], the inlet velocity profile was prescribed using 

Equation (1). 

𝑢̅

𝑈𝑐
= (

𝑅 − 𝑟

𝑅
)

1/𝑛

, 𝑛 = 𝑓−1/2  (1) 

Where Uc is velocity in pipe centre, and f is the 

friction coefficient calculated according following 

Swamee and Jain modification of Colebrook 

equation for our values of Reynolds number [12]: 

𝑓 = [−2log (
𝜀

3.7
+

5.74

𝑅𝑒0.9
)]

−2

 (2) 

Where ε is relative pipe roughness (0.1mm). 

For the validation of the velocity profile, the plot 

over line option in ParaView was used, and the 

velocities at the centre were compared with the 

velocity at the centre obtained according to the 

following expression (sdhadsh): 

𝑈𝑐

𝑈𝑎𝑣𝑔
=

(𝑛 + 1)(2𝑛 + 1)

2𝑛2
 (3) 

The plotted velocities at the center and the 

velocities calculated according to the expression 

have a relative error of less than 1%. 

It is assumed that the fluid is thermally isolated 

and maintained at a constant temperature of 20 °C. 

The applied model refers to transient flow; however, 

by comparing the p and U files after a certain 

number of iterations, very small oscillations of these 

values were observed, indicating that the flow 

becomes steady after a certain time. The analysis of 

pressure distribution was therefore carried out for 
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these steady-state values. Since the model refers to 

an incompressible fluid, the pressure values were 

divided by the water density, meaning that the 

scales represent pressure per unit mass (m²/s²). At 

the outlet of the elbow, the pipe length was set to 

five diameters due to computational limitations and 

simulation time. A relative pressure of 200 m²/s², 

corresponding to an overpressure of 2 bar, was 

imposed at the outlet. Since this model does not 

account for fluid compressibility or vapor phase 

formation, the critical values were taken as 

pressures in the field corresponding to a scale value 

of –70, which represents an absolute pressure of 

30 kPa, because the saturation pressure of water at 

70 °C is 30 kPa.  

3. Results and discussion

Fig. 3. shows the velocity field for an average

inlet velocity of 20 m/s at three different iterations 

for visualising the fluid flow. 

Fig. 4. Velocity profile for average U = 20 m/s 

The figure shows the initial phase of the flow, 

followed by the flow development and the velocity 

profile when it begins to converge, but has not yet 

reached the steady-state regime. 

 The analysis of the model was performed for a 

steady-state flow regime, where the values of the 

quantities fluctuate negligibly. 

The pressure distribution in the model at the final 

iteration, for the specified simulation duration and 

time steps that varied depending on the Courant 

number, is shown in the figure. 

U Pressure profile 

5 

10 

15 

20 

25 

Fig. 3. Pressure profile for different average inlet 

velocities 
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The pressure scale shows that among the 

analysed velocities, only 25 m/s leads to a drop of 

the absolute pressure below the saturation pressure; 

that is, the critical inlet velocity is slightly below 

25 m/s, due to the minimum absolute pressure on 

the scale being 22 kPa. For an inlet velocity of 

20 m/s, the minimum pressure is 23 kPa, above 

atmospheric pressure, which means that for water at 

a temperature of 100 °C, a slightly higher velocity 

than 20 m/s would be critical. 

For the final analysis and inspection of the 

cavitation zone surface, the results from the VTK 

file were imported into Python, where the cells with 

pressure below the critical value were mapped and 

their surface area determined. A total of 21 cells 

were mapped, with a total surface area of 

0.000109 m², which is 0.81% of the total elbow 

surface area. 

4. Conclusions

Based on the brief overview of cavitation in

mechanical systems and the conducted simulation, 

the following conclusions can be drawn: 

• Cavitation can represent a major issue in the

operation of mechanical systems, primarily in

fluid transport systems but also in power

transmission systems.

• In pipelines, there is a significant risk of

cavitation, which in its final stage can destroy

the pipe wall.

• The simulation performed for different inlet

velocities shows that the critical average

velocity at the inlet of the DN65 elbow for

cavitation onset in water at 70 °C is slightly

below 25 m/s.

• Since this model does not account for

temperature variation, it can also be applied to

other water temperatures, but for that reason, it

provides a somewhat rougher estimate.

• To validate these results, it is necessary to

conduct an experiment and repeat the

simulation in a model that supports two-phase

flow, in order to possibly track the development

of cavitation bubbles.
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1. Introduction

Planetary gear trains represent a special type of
gear transmission whose element motion resembles 
the movement of planets around the Sun. Thanks to 
their compact design and the ability to achieve high 
transmission ratios with a relatively low total mass, 
they have found application in various fields of 
mechanical engineering.   

The basic planetary gear train (PGT) consists of 
two central gears (one with external teeth and the 
other with internal teeth), planet gears, and a carrier 
on which the planets are mounted. By connecting 
the appropriate elements to the input and output 
shafts, as well as by fixing certain components, 
different configurations or planetary gear train 
schemes can be obtained. This is described in the 
literature [1] and [2]. By adding gears and carriers 
to the structure of a simple planetary gear train, 
complex planetary gear trains are formed. Their 
advantage over simple ones lies in achieving a 
greater number of different transmission ratios. This 
has defined the wide application of PGT in 
automatic transmissions of various passenger and 
heavy-duty vehicles, as well as buses and 
construction machinery. 

To determine the transmission ratios, or the 
speeds of a multi-stage planetary gear train, it is 
necessary to understand the kinematics of the 
coupling between its elements. Considering the 
complexity of the motion, this represents a very 
challenging task. In books [1, 2], the most 
commonly used methods for solving the kinematics 
of PGT are presented.  

The applying of these methods for determining 
the transmission ratios of a complex PGT requires a 
great deal of time due to the increasing complexity 
of the motion equations and the difficulty in 
expressing the transmission ratios caused by the 
large number of degrees of freedom. Because of 
these shortcomings, an overview of research related 
to new methods for determining the speeds of the 
complex Ravigneaux planetary gear train (RPGT) 
model is presented, Figure 1-a.  

     a)                                            b) 
Fig. 1. Ravigneaux planetary gear train [3] 

The Ravigneaux model features a compact 
design with a single planet carrier, three central 
gears (1), (4), and (5), and two planet gears (2) and 
(3) that are meshed with each other, Figure 1-b. By
connecting the central gear (5) to the output shaft
and fixing or connecting the remaining three central
elements, gears (1) and (4) and the carrier to the
input shaft, it is possible to achieve the max. value
of six different transmission ratios. In practice,
however, due to the way the aforementioned
elements are connected to the components of an
automatic transmission, it is possible to achieve the
max. of four forward speeds and one reverse speed.
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Some of the commonly used transmissions with 
the RPGT are: Ford AOD, ZF 4HP14, ZF 
6HP19/26, Mercedes-Benz 5G-Tronic, A5S310Z 
for BMW 530i, Mercedes-Benz 7G-Tronic, etc.  

Taking into account the complexity of the 
motion regarding the elements of the mentioned 
multi-stage RPGT, this paper will provide a 
systematic review of methods, emphasizing their 
advantages, disadvantages, and areas of applying.  

2. Kinematic Analysis

Among the standard methods, the most widely
used are Willis’s equation and the general motion 
equation in the form of a combined method. These 
methods are described in detail in books [1, 2]. 
Using the conditions given in [1], inside [4] 
analytically expressed the overall transmission ratio 
for one of the gears of the RPGT as a function of the 
number of teeth of the central gears. To determine 
the transmission ratio, two general equations were 
used due to the division of the RPGT into two 
simple planetary gear trains.  

In the following text, the methods for 
determining kinematics of the RPGT are presented. 

2.1 Lever Analogy Method 

Benford and Leising [5] introduced this method 

as a new tool for analyzing automatic transmission 

systems. The method is based on drawing a vertical 

line with corresponding points. This line represents 

the lever, while the points define the central 

elements of the RPGT. The construction of the lever 

for the RPGT is shown in Figure 2.    

Fig. 2. Lever construction for the RPGT [8] 

The RPGT represents a combination of two 

simple planetary gear trains in which the planet 

carrier (PC) and the central gear with internal teeth 

(A) are identical, while the central gears with

external teeth (S1) and (S2) differ. By connecting

their all levers, one lever for the analyzed RPGT is

obtained, Figure 2.

On the obtained lever, the distances are then 

defined as K ∙ nA  and K ∙ nS  between the points,

which represent the rotational speeds of the central 

gears multiplied by constants K1 and K2. By 

knowing the rotational speed of the input element 

and fixing the corresponding gear, the scale 

constants can be determined based on this 

relationship, and using them, the rotational speeds 

of all elements can be calculated. Based on the 

obtained values of the rotational speeds for the input 

and output elements, the overall transmission ratio 

for the corresponding speed of the RPGT can be 

easily determined. 

Today the method applying allows determining 

the values of loads that occur at the gear contacts. 

The drawback of the method is that it does not take 

into account data related to the planet gears and their 

mutual relationships. This problem was addressed 

in [6] by adding nodal points that define the planet 

gears. 

2.2 Matrix Method Based on Graph Theory 

Kinematic relationships between the elements 

inside RPGT can be represented with graph theory. 

The graph construction for the RPGT, presented in 

literature [7], can be seen in Figure 3-a.  

    a)                                     b) 

Fig. 3. Construction a)-graph and b)-of the closed 

loop for RPGT [7] 

Node of the input shaft (0) is connected to the 

nodes of the central gears (1) and (2) and the planet 

carrier (4). The carrier node (4) is connected to the 

nodes of the planet gears (5) and (6). The node of 

the central gear with internal teeth is connected to 

the output shaft node, which is labeled as (0). Solid 

connections (7, 8, 9, 10, 11, and 12) are defined with 

a solid line between the nodes, while transmission 

connections (13, 14, 15, and 16) are represented 

with a dashed line. Based on its construction, closed 

loops can be obtained (C13), (C14), (C15) i (C16) 

which are shown in Figure 3-b.    

For the graph in Figure 3-a, the incidence matrix 

is determined Го = m× k (m – nodes, k – edges)

the incidence matrix, which can be reduced so that 

the node is not included (0). Reduced matrix Г can 

be divided into two parts from which the path matrix 
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is determined Z oriented graph.  From this matrix, 

the cycle metric can be determined as the function 

of closed loops, Figure 3-b, and through it, the linear 

equation of the absolute angular speed can be 

obtained in the following form [7]: 

[

−𝑖13
0
0
0

0
0
−𝑖15
0

 

0 
0 
0
1

𝑖13 + 1
𝑖13 + 1
𝑖13 + 1
𝑖13 + 1

0
−1
−1
−𝑖16

−1
−𝑖14
0
0

] ∙

(

𝜔1
𝜔2
𝜔3
𝜔4
𝜔5
𝜔6)

=

(

0
0
0
0
0
0)

,  (1) 

Where are: 𝑖13, 𝑖14, 𝑖15 i 𝑖16 partial transmission

ratios between the elements of the RPGT, and 𝜔𝑖
angular speeds of all elements. By knowing the 

input parameters, the matrix equation (1) is 

simplified. By connecting and fixing the appropriate 

elements of the complex PGT, the angular speeds 

can be expressed in matrix form 𝜔𝑖 , and through

them, the overall transmission ratios for each of its 

speeds. 

The procedure for determining transmission 

ratios using the linear equation of absolute angular 

speed is presented in [8]. Unlike the previous 

method, this study performs a structural 

decomposition, where the RPGT is divided into two 

parts, graphically represented using a rotation 

graph. The rotation graph is similar to the graph in 

Figure 3-a. The difference is that the nodal points 

are connected in the form of a closed polygon. 

Discretization of the rotation graph into two 

substructures, the node matrix is determined, from 

which the angular speed matrix is obtained. Based 

on the angular speed matrix, the linear equation of 

angular speeds in matrix form is derived, which is 

similar to equation (1). The difference lies in the 

definition of partial transmission ratios on the left 

side of the equation. Solving the resulting linear 

equation is similar to the procedure in [7]. 

2.3 Nomogram Method 

A new method for analyzing kinematic 

quantities, as well as torques on the elements of 

PGT, was developed by [9, 10], where is RPGT 

presented graphically using a nomogram. The 

construction of the nomogram involves drawing 

vertical lines corresponding to the angular speeds of 

the PGT elements relative to the horizontal axis.   

In [9, 10], a detailed procedure for obtaining 

speeds in an automatic transmission containing the 

RPGT is presented. The mentioned transmission 

represents a conceptual design and includes two 

drives. The nomogram for the RPGT is shown in 

Figure 4. Normal (3) corresponds to the planet 

carrier, the outer normals (5) and (6) to the planet 

gears, and normals (1), (3), and (4) to central gears. 

Fig. 4. Nomogram for RPGT [9] 

The carrier normal (3) is placed at the zero 

position on the horizontal axis, and the outer planet 

gear (6) at a distance of 1 from normal (3), as shown 

in Figure 4. The distances of the other normal 

relative to the planet carrier normal represent the 

partial transmission ratios 𝑁6,1, 𝑁6,2, 𝑁6,4 i 𝑁6,5 .

Partial transmission ratios are defined using Willis’s 

equation: 

 𝑁𝑔𝑏,𝑔𝑎 =
𝜔𝑔𝑎 −𝜔𝑐

𝜔𝑔𝑏 −𝜔𝑐
=
𝑧𝑔𝑏

𝑧𝑔𝑎
,  (2) 

where are: 𝜔𝑔𝑎 , 𝜔𝑔𝑏 and 𝜔𝑐  angular speeds of the

input, output, and fixed elements, 𝑧𝑔𝑏 and 𝑧𝑔𝑎  the

numbers of teeth of the output and input elements of 

the planetary gear train, respectively.  

If a line is drawn at an angle across the normal, 

the distances of the intersected points on the normal 

relative to the horizontal define the angular speeds 

of the elements of the RPGT. Using the ratios of 

partial transmission on the horizontal axis and the 

differences in angular speeds on the vertical axis, 

the overall transmission ratios for each speed of the 

mentioned complex PGT are determined. 

Moreover, the advantage of the nomogram lies in 

drawing and determining the torque values on all 

elements of the RPGT, as well as listing all possible 

sequences of connecting the central elements with 

the clutches and brakes of the automatic 

transmission [10]. 

2.4 Discussion of Modern Methods 

All three methods are based on graphical 

interpretation and analytical expression of 

transmission ratios. However, clear differences can 

be observed between them. The Lever Analogy 

Method provides precise results, provided that the 

distances between the nodal points on the lever are 

correctly defined. On the same lever, the values of 

peripheral speeds and torques of the elements of the 

RPGT can then be plotted in vector form, and their 
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relationships can be further analyzed in terms of 

dynamic analysis. The procedure is very simple, but 

it is not suitable for computer implementation.

According to the Lever Method, [9, 10] it is 

possible to graphically and analytically represent 

the relationships between the angular speeds of the 

elements inside RPGT for each gear ratio using a 

nomogram. On the nomogram and the lever, it is 

possible to plot the values of peripheral speeds and 

torques, which can be used for dynamic analysis. 

The procedure for determining the transmission 

ratios is more complex when using the nomogram 

due to the methodology required to determine the 

transmission ratio values for each gear. A drawback 

of this method is that it requires additional use of 

Willis’s equation and is not suitable for computer 

implementation.    

The matrix method is the most complex of the 

analyzed methods, as it requires knowledge of a 

mathematics. Although it is based on graphical 

interpretation, the entire procedure is analytical and 

time-consuming. It is suitable for computer 

implementation due to the use of matrices and 

provides the most accurate results. The method can 

be easily adapted to changes in the design of a 

complex PGT, provided that the input parameters 

are correctly defined. This is not the case for the 

other two groups of methods.    

3. CONCLUSIONS

The analyzed methods for determining the

transmission ratios, i.e., the speeds of a complex 

planetary gear train, are complex to execute. Unlike 

conventional procedures, they provide more 

accurate results and better insight into the 

relationships between the gears and the planet 

carrier.  

By applying these methods, any complex PGT 

can be analyzed, provided its elements are correctly 

represented graphically. In addition to kinematics, 

the methods allow for dynamic analysis of the PGT, 

as well as solving the problem of connecting the 

central elements to the input and output shafts of the 

automatic transmission via clutches. This provides 

a better understanding of the methodology for 

changing speeds and the loading of the elements of 

the PGT.  

Each method has its own advantages and 

disadvantages, and their practical application 

depends on the initial requirements set during the 

design of an automatic transmission.  

Among the analyzed methods, the use of graphs 

and the incidence matrix stands out due to their 

accuracy, easy adaptation to changes in the PGT 

design, and suitability for computer 

implementation.  

Future research will focus on applying these 

methods to more complex PGT with 8, 9, and 10 

speeds. In addition, the conditions for proper 

assembly and meshing of the elements of complex 

PGT, which are not fully addressed by these 

methods, will be thoroughly investigated.   
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1. Introduction

The ZA-27 alloy belongs to the group of zinc–

aluminium alloys, which are well known for their 

high strength and wear resistance, good 

dimensional stability, and relatively low cost 

compared to other materials with similar technical 

and operational characteristics. Composites such 

as ZA-27+Al₂O₃+SiC are increasingly applied in 

technical and tribo-mechanical systems. These 

alloys have found wide application in mechanical 

engineering and transportation, particularly in the 

automotive industry for brake components, 

engine parts, and steering systems, as well as in 

aerospace applications and machine tools, where 

elements are exposed to increased friction and 

wear [1, 2].  

By combining ZA-27 with reinforcements such 

as Al₂O₃ (aluminium oxide) and SiC (silicon 

carbide), composites with exceptional properties 

are obtained. Al₂O₃ is used as a reinforcement in 

composites due to its high hardness and wear 

resistance. This material significantly improves the 

mechanical properties of the composite, such as 

strength, impact resistance, and abrasion 

resistance. SiC is an extremely hard substance with 

high heat and wear resistance. When combined 

with ZA-27, SiC contributes to the composite’s 

thermal stability and provides additional 

mechanical durability [1, 2]. 

Numerous studies and research papers 

highlight the advantages of these alloys in 

practical applications compared to many other 

materials. The focus of this study is not on 

comparing ZA-27 alloys with other materials, but 

rather on examining the ZA-27 alloy with 

reinforcements, specifically how SiC- and Al₂O₃-

based reinforcements influence the coefficient of 

friction and penetration force during experiments. 

The tribological properties of materials are 

influenced by several factors, including applied 

load, sliding speed, lubrication conditions and 

type of lubricant, as well as the surrounding 

environment in which the experiment is 

conducted. In the case of composites with 

reinforcements, the percentage of reinforcement 

also plays a key role. However, an increased 

reinforcement content does not necessarily 

guarantee improved properties; instead, the 

characteristics also depend on the fabrication 

method and the degree of homogeneity achieved. 

A more uniform microstructure ensures 

consistent performance across the entire surface. 

Research findings [3] have shown a significant 

reduction in the coefficient of friction for 

reinforced materials compared to the base alloy. 

Optimal results were obtained under a load of 20 

N (load range: 20–80 N) and a sliding speed of 1 

m/s (speed range: 1–2 m/s), where minimal wear 

and the lowest coefficient of friction were 

recorded. Notably, the best results were achieved 

with a 5% reinforcement content, with variations 

tested between 1% and 5% [3]. 

The fabrication method also significantly 

affects the properties of such composites. These 

materials are most commonly produced by either 

sintering or compo-casting. Increasing the 

sintering temperature has been found to reduce 

wear and improve friction resistance, highlighting 

the potential for application of these materials in 
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demanding industrial environments. The results 

confirm that high-temperature sintering 

substantially enhances the tribological properties 

of the material. These findings may be of great 

importance for the development of new materials 

in engineering and manufacturing, where wear 

resistance is critical [4, 5]. 

Several studies hypothesize that the addition 

of SiC and graphite enhances the wear resistance 

of composites under dry sliding conditions, since 

these solid particles can reduce friction and wear 

compared to unreinforced ZA27 alloy. 

Experimental results confirm that composites 

reinforced with SiC and graphite exhibit 

significantly reduced wear compared to the base 

ZA27 alloy, thereby supporting the hypothesis 

regarding improved tribological properties. This 

analysis highlights the potential of 

ZA27/SiC/Graphite composites for industrial 

applications in environments where wear 

resistance is critical. Another important finding is 

that composites containing graphite demonstrated 

much better results than those without, as graphite 

acted as a solid lubricant [6, 7].  

In addition to dry sliding tests, investigations 

including lubrication with oil at the contact 

interface have also been carried out. These results 

confirm the positive influence of nano-graphite 

on the tribological performance of ZA27 alloys 

under lubricated conditions, opening new 

opportunities for industrial applications [6, 7]. 

Furthermore, results have shown that the 

strength and hardness of aluminium alloys increase 

with the addition of Al₂O₃, while the wear rate 

decreases. This emphasizes the role of Al₂O₃ as a 

reinforcement in aluminium-based composites, 

which may be highly relevant for the development 

of more efficient braking systems in the 

automotive industry [8]. 

2. Experiment

The experiment was carried out using a CSM+

Instruments nano-tribometer, as shown in 

Figure 1.  

The tests were performed under dry sliding 

conditions, where the contact pairs consisted of 

the prepared composite samples obtained by the 

compo-casting method and a counter ball. The 

ball was made of Inox 440C stainless steel, with 

a hardness of 62–64 HRC and a diameter of 1.5 

mm. In addition, an optical microscope, presented

in Figure 2, was used as part of this investigation.

The experimental plan is summarized in Table 1.

Fig. 1. Nanotribometer CSM + Instruments. 

Fig. 2. Optical Microscope. 

Table 1 presents the material composition in 

one column and the testing conditions in the 

other. 
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Table 1. Experimental Plan. 

Materials Conditions 
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Counter ball: 

Inox 440C, 

62-64 HRC,

diameter 1.5 mm. 

Experimental 

parameters: 

Sliding speed 

 v=8 m/s, 

Load F= 200mN, 

Number of cycles 

n=500. 

Wear track radius: 

r=2 mm, r=3 mm, 

r=4 mm 

Reinforcement size: 

Al2O3 - 20-30 nm 

SiC - 40 µm 

3. Results and discussion

After the completion of the experiment, which

consisted of tribo-pairs made of a composite block 

and a steel ball, under constant load, sliding speed, 

and a fixed number of wear cycles, but with varying 

wear track radii (r = 2 mm, r = 3 mm, r = 4 mm), the 

results were obtained as shown in Figures 3, 4, and 

5. Figure 6 presents the histogram of the coefficient

of friction.

Figure 3 shows the diagram of the coefficient of 

friction and penetration force under the following 

experimental parameters: sliding speed v = 8 m/s, 

load F = 200 mN, number of cycles n = 500, and 

wear track radius r = 2 mm. 

Fig. 3. Diagram of the coefficient of friction and 

penetration force under the experimental parameters: 

sliding speed v = 8 m/s, load F = 200 mN, number of 

cycles n = 500, and wear track radius r = 2 mm. 

Figure 4 presents the diagram of the coefficient 

of friction and penetration force under the following 

experimental parameters: sliding speed v = 8 m/s, 

load F = 200 mN, number of cycles n = 500, and 

wear track radius r = 3 mm.  

Figure 5 shows the diagram of the coefficient 

of friction and penetration force for the 

parameters: sliding speed v = 8 m/s, load F = 200 

mN, number of cycles n = 500, and wear track 

radius r = 4 mm.  

Fig. 4. Diagram of the coefficient of friction and 

penetration force under the experimental parameters: 

sliding speed v = 8 m/s, load F = 200 mN, number of 

cycles n = 500, and wear track radius r = 3 mm. 

Fig. 5. Diagram of the coefficient of friction and 

penetration force under the experimental parameters: 

sliding speed v = 8 m/s, load F = 200 mN, number of 

cycles n = 500, and wear track radius r = 4 mm. 

Fig. 6. Histogram of the coefficient of friction. 
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The specimens exhibited similar penetration 

depths across all three experiments, but their 

coefficients of friction showed slight variations. In 

all cases, the coefficient of friction increased 

slightly with the number of cycles. The sample with 

a wear track radius of 4 mm demonstrated the most 

irregular diagram of the coefficient of friction, most 

likely due to pronounced adhesion as one of the 

dominant wear mechanisms. However, this same 

sample also recorded the lowest average coefficient 

of friction. 

Wear is governed by multiple interacting 

mechanisms, which makes its behavior highly 

complex. When the wear track radius was small, the 

primary process was two-body abrasion. With an 

increase in radius, the wear scars became wider and 

adhesion effects intensified, producing transfer 

films and micro-welded particles. The progression 

of wear was also strongly dependent on the number 

of cycles, since repeated loading promoted material 

fatigue and the gradual stabilization of transfer 

layers. For long-term service of engineering 

components, both of these factors must be taken into 

account. A clear understanding of such phenomena 

is key to improving material processing methods as 

well as ensuring reliable performance in industrial 

use [3, 5, 6, 8]. 

The diagrams show that penetration force 

remained nearly constant with minimal variation, 

while the coefficient of friction in the third case (r = 

4 mm) was the lowest. In contrast, the first two 

samples exhibited similar but considerably higher 

coefficients of friction. For the first sample, the 

coefficient of friction was 0.220 (r = 2 mm); for the 

second, it was 0.209 (r = 3 mm); and for the third, it 

was 0.175 (r = 4 mm). As the wear track widened, 

the actual contact area increased. In materials 

capable of sustaining higher loads, this led to a 

redistribution of stress over a larger contact zone, 

thereby reducing local pressure. With lower local 

pressure, the tendency toward adhesion and micro-

welding decreased, ultimately resulting in a reduced 

coefficient of friction. 

4. Conclusion

The results highlight the complex nature of

wear and its mechanisms. Two-body abrasion was 

dominant in samples with smaller wear track 

radii, while increasing the radius led to larger 

wear scars and more pronounced adhesion, 

resulting in the formation of transfer layers and 

micro-welded particles. The number of cycles had 

a significant influence on the stability of the wear 

process, suggesting that material fatigue and the 

formation of stable transfer layers must be 

considered in long-term operating conditions of 

technical systems. Understanding these factors is 

essential for optimizing both the manufacturing 

and exploitation of materials, as well as their 

application in industrial environments. 

It is also important to account for surface 

imperfections resulting from the compo-casting 

method of sample preparation, as these 

imperfections significantly influence both 

penetration force and the coefficient of friction. 

Sudden jumps and drops in the diagrams of 

friction coefficient and penetration force may 

indicate that the ball encountered either a porous 

region of the material or a zone of higher hardness 

compared to the surrounding surface. 
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1. Introduction

Additive manufacturing, also known as 3D printing, 

has become increasingly relevant in science as well 

as industrial applications, thanks to its ability to 

produce complex geometries that are difficult to 

achieve with conventional methods. Sliding 

bearings are essential machine parts, characterized 

by great reliability, constant performance, and 

minimal noise [1]. In machine systems, sliding 

bearings allow shaft rotation with minimal friction 

and heat dissipation. The use of additive 

technologies to make machine parts, especially 

sliding bearings, allows for on-demand 

manufacturing without large series or expensive 

tools and the use of a variety of materials, from 

engineering polymers to metals. Industries that need 

customized solutions benefit from mass 

personalization and customized production enabled 

by these technologies [2]. Additive manufacturing 

contributes to environmentally friendly production 

by reducing material waste, lowering energy 

consumption, and minimizing the carbon footprint, 

thus supporting strategies of circular economy [3]. 

One of the disadvantages of additive technologies is 

the higher price per unit of the product compared to 

conventional methods, as well as the longer time for 

manufacturing the part. In addition, parts made with 

additive technologies often require additional 

machining using traditional methods, such as 

turning or grinding, in order to achieve the 

appropriate finish and surface quality. The need to 

evaluate tribological properties, primarily the 

coefficient of friction and wear of additively 

produced parts, arose from the increasing 

application of additive technologies in the 

production of sliding bearings. The aim of this paper 

is to provide an overview of additive manufacturing 

technologies that can be applied to the production of 

machine elements, with special reference to sliding 

bearings, as well as to analyse the tested tribological 

properties of the relevant materials. 

2. Overview of additive manufacturing

technologies

The additive manufacturing paradigm involves 

manufacturing a part based on a CAD model, 

whereby material is deposited layer by layer using 

controlled and automated tools [4]. Sheet 

lamination, material extrusion, powder bed fusion, 

direct energy deposition, binder jetting, material 

jetting, and vat photopolymerization are some of the 

most frequently used categories of AM technology. 

Each technology, thanks to its specific features, is 

adapted to specific applications [5]. The process of 

creating a part begins with the creation of a CAD 

model and the generation of an stereolithography 

(STL) file of the desired object, which is a standard 

procedure in almost all AM processes [6]. The 3D 

model is converted into a series of 2D slices, which 

are suitable for printing as they contain information 

about the lateral profiles of each layer. Based on 

those slices, the model is created layer by layer, 

following those slices. The STL format of the model 

consists of several triangular facets, which 

approximate the geometry of the object [7].  

2.1 Fused Deposition Modeling (FDM) 

In FDM technology shown on Fig.1., thermoplastic 

extrusion is done through a heated nozzle and the 

material is applied in layers to form a 3D object 

based on the STL file. The properties of the 

manufactured part can be influenced by several 

printing parameters, including layer thickness, infill 

shape and density, raster angle, build orientation, 
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number of contours, as well as other factors [8]. 

Process parameters influence the tribological 

characteristics of parts made by the FDM method. 

Wear rate can be reduced by reducing the thickness 

of the layer or by a certain orientation of the print, 

while increasing the roster angle and air gap can 

lead to the opposite effect. Road width and number 

of contours can also affect the wear rate [9]. 

Fig. 1. Fusion Deposition Modeling method [5] 

2.2 Selective Laser Sintering (SLS) 

The selective laser sintering (SLS) method uses a 

directional laser beam to selectively irradiate and 

sinter powder layers, as illustrated in Fig.2., forming 

the desired three-dimensional product [10].  

Fig. 2. Selective Laser Sintering method [12] 

Before starting the laser beam, it is necessary to heat 

the powder to the appropriate temperature. This 

method fulfils the basic principle of additive 

technologies, adding material layer by layer to 

create a part directly based on the 3D model and the 

corresponding STL file. The recoating roller first 

uniformly applies a thin layer of powder to the 

working surface inside the chamber, which is later 

selectively sintered under the influence of a laser. 

After the formation of one layer, the working 

platform is restrained by a predefined layer height, 

and a new layer of powder is again applied to the 

surface. This process is repeated until the part is 

completely finished [11].  

2.3 Stereolithography (SLA) 

SLA is a vat polymerization technique in which 

layers of a liquid precursor in a vat are 

consecutively subjected to ultraviolet (UV) 

radiation, resulting in selective solidification, as 

shown in Fig.3. A photoinitiator (PI) molecule in the 

resin reacts to incoming light and, upon irradiation, 

locally initiates the chemical polymerization 

reaction, resulting in curing exclusively in the 

exposed regions. Subsequent to the formation of the 

initial layer, a new resin film is placed, irradiated, 

and cured [13]. 

Fig. 3. Stereolithography method [7] 

3. Tribological behavior of common 3D

printing materials

Tribological properties and behaviour of 3D printed 

materials is important for optimizing materials and 

parts performance in applications where friction and 

wear are significant concerns. The most commonly 

used materials in additive manufacturing are 

engineering polymers, metals and ceramics. The 

most common polymers are Polylactic Acid (PLA), 

Acrylonitrile Butadiene Styrene (ABS), 

Polyethylene Terephthalate Glycol (PETG) and 

Polyamide (PA), as well as composites based on 

these polymers. Composites are mainly reinforced 

with fibers, such as carbon fibers or glass, which 

improves the mechanical, tribological and thermal 

properties of the manufactured parts [14]. PLA is 

characterized by greater mechanical strength and is 

environmentally more stable, while ABS is more 

flexible and more resistant to higher temperatures, 

although on average it has lower strength. The 

properties of these materials can be influenced by 

printing parameters, such as layer thickness, infill 

density and shape, as well as printing orientation 

[15].  In the paper [16] ABS and PLA materials 

were tested. Layer thickness, infill angle and 

orientation of deposition were chosen as the main 

printing parameters. Under identical printing 

conditions, PLA and ABS did not show significant 

differences in tribological properties. The materials 
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predominantly utilized in Selective Laser Sintering 

(SLS) include thermoplastics such as Polyamide 12 

(PA12), Polyamide 11 (PA11), and their composite 

variants. Additional materials comprise 

Thermoplastic polyurethane (TPU), Polypropylene 

(PP), Polystyrene (PS), Polyethylene (PE), 

Polycaprolactone (PCL), and high-performance 

polymers such as Polyetheretherketone (PEEK) 

[11]. Polyamides are the most widely used materials 

in commercial systems. They can be found in the 

most famous form PA12 as well as in forms with 

particles like glass or carbon. Tribological 

properties of SLS-made PA12 depend on sintering 

orientation and additives. Parallel orientation 

reduces wear and friction [17,18], while 

reinforcements with graphite, MoS₂, carbon fibers 

and SiC significantly improve wear resistance and 

reduce the coefficient of friction [19–21]. 

Recent studies have increasingly examined the 

tribological properties and the possibility of using 

sliding bearings manufactured using additive 

technologies. In the work [22] authors investigated 

the effect of texture on plain bearings fabricated by 

FDM technology using ABS, PLA and nylon. The 

focus of testing was the effect of texture depth, 

rotation speed and load, with optimization using 

Gray Relational Analysis. The authors in [23] 

compared the performance of sliding bearings made 

by different methods, SLS and FDM, where SLS 

nylon bearings showed lower friction, but limited 

application at higher temperatures. In [24] 

investigated bearings were made with MultiJet 

technology, where the load and joint of the bearing 

showed significant influence.  

4. Challenges and limitations of 3D-printed

bearings

Bearings produced by additive technologies have 

their own advantages, which are primarily reflected 

in the design and economy of production. Compared 

to traditionally produced bearings, there are 

numerous challenges. Most often, the problems are 

due to anisotropy, layered structure effects, reduced 

dimensional accuracy and sensitivity to high 

temperatures or loads. Anisotropy of additively 

manufactured bearings affects strength, wear and 

friction characteristics depending on the direction of 

load or rotation. This property is a consequence of 

layer-by-layer manufacturing, which weakens the 

bonds between the layers and leads to unstable wear 

and friction performance depending on the working 

conditions [22,25]. Surface roughness, as a 

consequence of the printing process, can lead to 

increased friction and wear, especially at high loads 

and rotation speeds [26]. 3D-printed bearings 

frequently exhibit dimensional inaccuracies 

resulting from printer resolution constraints, 

material shrinkage, and variations in post-

processing [27]. Despite all the challenges, 3D 

printed bearings offer significant benefits, such as 

design flexibility that allows testing hypotheses 

about design improvement, lightweight 

construction, and the ability to produce bearings 

with different surface textures to improve 

tribological properties. Materials such as PA12 and 

its composites reinforced with carbon fibers, glass 

beads or dry lubricants ensure a low coefficient of 

friction and less wear, which makes them suitable 

for industries where traditional lubrication with 

lubricants cannot be used, such as the food and 

paper industries, as well as for maintenance-free 

bearings. The process of additive technologies 

enables faster development cycles and more 

economical production of small batches of bearings, 

which is especially useful in cases where it is 

necessary to quickly replace the bearing. 

5. Conclusion and future work

Additive technologies provide significant 

improvements for the manufacturing of machine 

elements, especially sliding bearings, due to their 

ability to produce complicated structures, reduce 

material waste, and allow modification. However, 

the widespread application of 3D-printed bearings 

faces problems related to anisotropy of material, 

effects of layered structures, increased surface 

roughness, dimensional inaccuracies, and reduced 

thermal and mechanical stability compared to 

traditionally manufactured components. 

Tribological properties of printed parts are highly 

dependent on material selection, printing 

parameters, and post-processing treatments. 

Recent studies have demonstrated that 

reinforcements such as carbon fibers, glass fibers, 

graphite, and MoS₂ can significantly improve wear 

resistance and reduce friction in SLS-produced 

polymer bearings. Nevertheless, careful 

optimization of sintering orientation and control of 

printing parameters remain crucial for achieving 

consistent tribological performance. 

Future work will focus on experimental testing of 

3D-printed sliding bearings under simulated real-

world conditions, with an emphasis on long-term 

durability. Further research will also explore new 

composite formulations, improvements in surface 

finishing techniques, and the development of 

predictive models to better understand and optimize 

tribological behaviour. 
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